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Topics 

•  Why is this guy talking about radars? 

•  What do radars care about? 

•  What’s the problem? 

•  How well can you do? 

•  Where do we go from here? 
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Radars 

•  That’s that big dish thingy, 
right? 

Altair 
Radar 

Radar 
“Gun” •  Or, the thing the policed 

used to give me a ticket? 

Although Laser 
Ranging is More 

Common Now 
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Simple Radar 

Target 

Radar 

•  Bounce RF signal off scatterers 

•  Detect if something is there 
–  Lots of hypotheses 

•  Measure how long it takes for a pulse to return 
–  Ranging (and potentially angle and Doppler estimation)  
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RaDAR 

•  Radio Detection And Ranging (RaDAR) 
–  Let’s be glad that it has transitioned from acronym to word 

(radar) 

•  “First” “Radar” 
–  Telemobiloscope: name that Christian 

Hülsmeyer used in his 1904 patent 
 

–  Practically, he could not really do 
ranging but it would do detection 

www.radarworld.org 

•  Alexander Popov observed multipath effects caused 
by ships in communications in 1897 
–  Invented “sensorless sensing”? 
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Commercialization of Radars 

•  Radars are starting to show up everywhere 
–  You’ll be wearing radars soon 

•  Dramatic reduction in costs, size, weigh, and power 
over the last decade 
–  Entering the age of radar on a chip 

Google ATAP’s Soli 
Google I/O 

2x4 Antenna @ 60GHz 

Radar Tank Gauge 

Active Terahertz 
Scanner 

System overview 
 
The developed system is essentially the UWB microwave radar. This radar uses a real 
aperture array of UWB antennas and operates in a multi-static mode. Antennas are 
positioned on a section of the hemi-sphere, conforming well to the curved breast shape. 
For the detailed description of the hardware as well as post-reception focusing algorithms 
please refer to [5] (first-generation prototype) and [6] (second-generation prototype).      
 

Experimental Setup and Results  
 

During laboratory experiments, the array is first filled with the matching medium, the 
spherical skin phantom is placed in the correct position, and then we attach a tank to the 
top of the antenna array to finally fill it with the breast fat equivalent liquid (the same as 
the matching medium).  This setup represents truly three-dimensional (3D) breast 
phantom. The chest wall is not considered in our experiments. 
 

 
 
Figure 1. Array, feed and switching (phantom would normally be on top) 
 
In Figure 2 we present an example of the detected 8mm spherical phantom tumor. The 
obtained image is clear with little clutter and this is typical of our phantom images.  More 
experimental results using the developed system can be found in [5, 6].  
 

 
a)                                                                  b) 

Figure 2. Experimental imaging results for 8mm spherical phantom-tumor located at 
position P:x=0, y=30, z=-20mm: a) 3D focused image, b) 2D image thru the horizontal 
plane z=-15mm. 

 

The microwave imaging system, which shown essentially a map of scattered energy, 
provides a three-dimensional (3D) images (unlike X-ray).  This gives additional 
possibilities in analyzing imaging results. An example is shown in Figure 5, where the 3D 
and 2D images are presented for the same patient as in Figure 4.      
 

 
Figure 5. Clinical imaging result using radar-based UWB microwave system: a) 3D 
image, b) 2D image through a plane where the tumor was detected.   
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Detected M. Klemm, et al., 
U of Bristol  
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Vehicular Radars 

Mercedes S-Class Sensors 

extremetech.com 

Google Car 

•  Avoid collisions 
–  Driver error 
–  Self driving cars 

•  “See” better 

•  Fuse with other 
modalities 
–  Visible 
–  IR 
–  Lidar 
–  Ultrasonics 
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Personal Radars 

•  You will be using, even wearing radars soon 
–  Gesture interface 

Google ATAP’s Soli 
2015 Google I/O 
techcrunch.com 
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Pulse-Doppler Processing 

•  Transmit sequence of short “pulses” 

Radar 
PRI 

Target 

R
aw

 D
at

a 

Pulse 

R
an

ge
 

Pulse 

Matched 
Filter Per 

Pulse R
an

ge
 

Doppler 

Slow-Time 
FFT 

Target 

Complex 
Values 

(Amplitude 
Not Power) 

•  Build matched filter for range and Doppler hypotheses 
–  Assume that Doppler is not resolvable by a single pulse 

h(⌧, fD) /
Z

dt z(t) [s(⌧ � t) ei 2⇡ fD t]⇤
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Radar Waveforms 
Chirp 

“Pulse” – Chirp 
•  Standard radar waveform 
•  Complex tone that ramps 

•  Constant modulus  
•  Approximately uniform spectrum 

 
 
 
 
 
 

Chirp Spectral Cartoon 
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Employing Digital Modulations 

•  Can use communications 
signals for radar 
–  Variety of potential concerns 

•  Sidelobes 
•  Clutter mitigation  

124 Wireless Communications Fundamentals

Figure 4.3 Examples of modulations: BPSK, QPSK, 8-PSK, and 16-QAM.

composite symbol from a sequence of simpler symbols, such as QPSK. It does this
by transmitting over time the inverse fast Fourier transform (IFFT) of a sequence
of symbols. As a consequence, each simple symbol is associated with a bin of the
fast Fourier transform (FFT), and, given a sufficiently narrow FFT subcarrier,
the communication system comprises a set of flat-fading channels. This is a
useful approach for environments with frequency-selective fading, particularly if
the channels are relatively static over time.
For analog communications, it was common to think of modulation frequency

and upconversion both as modulation. For digital communications, it seems more
natural to make the distinction between modulation and frequency upconversion
clearer. The modulation is typically done digitally. The frequency upconversion
may be either digital, analog, or both, depending upon the system. Some systems
perform the frequency upconversion in multiple steps. For example, it is often
convenient to upconvert to an intermediate frequency (IF) digitally,1 then to
upconvert to the carrier frequency using analog circuitry. This is the basically a
modern version of a superheterodyne transmitter. Mathematically, upconverting
to a carrier frequency, f0, can be performed by multiplying the complex baseband
signal as a function of time, s(t), by the term e−iωt, where ω = 2πf0 is the angular
frequency. The physical signal is given by the real part of this product,

ℜ{e−iωt s(t)} = ℜ{s(t)} cos(ωt) + ℑ{s(t)} sin(ωt) . (4.5)

1 Many modern systems employ direct conversion, avoiding the IF stage because of
integrated circuit (IC) advantages.

Constellations 

•  Consider ambiguity function 
–  Like a range-Doppler point 

spread function 

�(⌧, �f) =

Z 1

�1
dt s(t) s⇤(t� ⌧) ei 2⇡ �f t

16.3 Legacy Signal Detection 539
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Figure 16.7 Complex ambiguity function surface, ∥φ(τ,ω)∥, for a 200-chip binary
phase-shift-keying signal.

16.3.3 Multiple-Antenna Legacy Signal Detection

A receiver with multiple antennas enables an interesting set of extensions to
the single-antenna signal detectors. In general, the ability to detect signals is
improved, potentially reducing the probability of interfering with the legacy sys-
tem.
By using the MIMO channel defined in Equation (8.3) with ns samples of

received signals on nr antennas, the received signal is given by the received
signal matrix Z ∈ Cnr×ns ,

Z = HS+N , (16.33)

where the channel matrix defining the complex attenuation between transmit
and receive antennas is indicated by H ∈ Cnr×nt , the transmitted signal is given
by S ∈ Cnt×ns , and the complex additive interference plus noise is denoted
N ∈ Cnr×ns .

Multiple-Antenna Energy Detection
If the interference-plus-noise covariance matrix R ∈ Cnr×nr is known or

estimated well, then it is useful to consider the whitened data matrix that is
defined here as Z̃,

Z̃ = R−1/2 Z . (16.34)

Cross Ambiguity Function 

(QPSK) 
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Radar Performance Characterization 

•  Detect targets 
–  Function of SINR  
–  Presented in terms of receiver 

operating characteristic (ROC) 
performance 

16.3 Legacy Signal Detection 531

a large number of samples, the contributions of possibly confusing fluctuations
are reduced.
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Figure 16.2 Single antenna energy detection probability of false alarm (black) and
probability of detection (gray) for a Gaussian signal in the presence of Gaussian noise,
assuming an SNR of 0 dB for 10 observations.
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Figure 16.3 Single antenna energy detection probability of detection as a function of
probability of false alarm for a Gaussian signal in the presence of Gaussian noise,
assuming an integrated SNR of 0 dB and 10 dB for 1 (black) and 10 observations
(gray).

SNR = 0 dB

ns = 1

ns = 10
ROC Performance 

•  Estimate target parameters 
–  Limited by the Cramer-Rao 

Bound 
–  Variance ~ (B2 SINR)-1

A
ng

le
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n 
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e 

SINR 

Threshold 
SNR 

Angle Estimation 
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FCC Allocation Chart 
Pressure To Release Radar Spectrum 
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This chart is a graphic single-point-in-time portrayal of the Table of Frequency Allocations used by the
FCC and NTIA. As such, it does not completely reflect all aspects, i.e., footnotes and recent changes
made to the Table of Frequency Allocations. Therefore, for complete information, users should consult the
Table to determine the current status of U.S. allocations.
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Potential Solutions 
From Traditional Radar Perspective 

•  Don’t give it to them 
–  Fighting powerful economic forces 
–  U.S. does not control world’s spectrum 

World Telecom 
1.6 Trillion/Year 
Gartner, Inc. 2014. 

Probably 
Can’t See 

Radar Slice 

Kopp, 2000. 

Atmospheric Attenuation 

Frequency (GHz) 
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) 

•  Push radars to X-band and 
above 
–  Many radars are already there 
–  Transmit power (complicated trade) 
–  Some loss in long range 

propagation 
–  Getting chased by comms again 

•  Explore radar and radio coexistence 
–  DARPA SSPARC efforts 
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Radars Versus Radios 
Some Similarities 

•  Emits RF energy 

•  Receives RF energy 

•  Translates RF energy into 
information 

•  More bandwidth is usually 
better 

•  Higher center frequency…  
–  Smaller antennas 
– Worse propagation 

Actually, 
This Is an 

Opportunity 
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Passive Radar 
Not Quite Cooperative Comms and Radar 

•  Employ existing RF energy to locate scatterers 
–  Classic example is TV broadcast signal 

•  Estimate broadcast signal from direct path 

•  Estimate scattering environment 

Radar 
Target 

TV Broadcast 

Direct Path 

S. Carson, et al., 2006  

4 Results

76 eo

50 45

m
'tJ

....- 30 Z.!!25 U)
Q.
0..

8 15

0

0

-25

·171 -77 -169 ·768 ·16 7 ·166 ·766 ·7'64
LotIflude

cellnB Tilt Target OBtB

5..5 8.0 8.1i 1.0

Range. km
Figure 7: Partial Delay/Doppler map with a large target in

multi-path

The "batwing" like structure is a result of the return from the
aircraft striking distributed clutter, and smearing the energy
over multiple range and Doppler bins.

The system was able to track low flying aircraft over the
instrumented region quite well. However, most of the
instrumented region was, in fact, the no-fly zone over
Washington, DC. As such, it was exceedingly difficult to get
an instrumented target over the area of interest. A Cessna
aircraft (Cessna 172) was rented, and flown outside the no-fly
zone, at the far edge of the systems detection range. Figure 8
shows the GPS data collected on-board the aircraft and where
it was detected by a single receiver during this test event.

Figure 8: GPS data and detection data for Cessna 172

Figure 9 shows a comparison between the geolocated data
from the central node and FAA track data for the same time
period. The targets with velocities of less than 50 m/s and
delays of less than 35 km were required to be detected on all
4 receivers simultaneously to eliminate false correlations with
ground traffic. This plot demonstrates that the system
performs well for low flying targets in the instrumented
range. High altitude targets will be above the main lobe of
the vertical beam pattern of the transmit antenna. We

40

250

IIl& 30
:I: m
..: "t 0

20a. Z
8 co

-250 10

The maximum direct path input signal had to be at about 25
dB below the P1dB compression point for the receivers in
order to achieve the required cancellation ratio with the
receiver components utilized

A low IF was selected (21.4 MHz) to suppress mixer spurs
and to place the IF in the first Nyquist zone, minimizing the
impact of AID clock jitter, and optimizing the signal to noise.

the time-bandwidth product should yield the direct path to
"noise" floor. Theoretically, this should be 120 dB. The
system typically achieved 110 - 115 dB. To achieve this
level, the signal processing had to compensate for a
compressor on the roof of the building causing the antennas to
vibrate slightly.

In the final configuration, the system as deployed was able to
detect helicopters as they turned their rotors, sitting on several
helipads in downtown Washington, DC. An example ofa
target return from a helicopter is shown in figure 6. The
signature in this figure is asymmetric and the largest return,
typically from the body, has an offset from 0 Hz in Doppler,
indicating a moving helicopter. The blades of the helicopter
provide a unique signature such that at a single range,
detections are found in many Doppler bins. An algorithm
was developed to associate all of these detections as a single
target. Propeller driven aircraft had a similar, although less
pronounced, signature.

The receiver was designed as a dual channel, coherent
receiver that operates on a single frequency. Several of the
local HDTV channels were tried with similar results before
WRC was selected. As in many cities, the HDTV channels in
Washington, DC all radiate from only a few towers. A single
channel (6 MHz ofbandwidth) helical filter was utilized prior
to the LNA to eliminate the adjacent channels, and thus
suppress the composite third order distortions. WRC has an
EIRP of816 kW, and its center frequency is 677 MHz.

Range, kin
Figure 6: Delay/Doppler map with a helicopter return

Large targets, like commercial aircraft, often provided
interesting multipath signature, like the data shown in figure
7.

Return From Helicopter  
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Examples of Future RF Reuse 

•  Improve automobile safety 
–  Reuse same signals 
–  Inter-vehicle communications  
–  Collision avoidance 

•  Reuse future 28-90 GHz and 5G 
cellular band 
–  High data rate communications 
–  Cell phone environmental 

awareness 
–  Next generation interfaces 

Google ATAP’s Soli 
Google I/O 

techcrunch.com 

Google Car 
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Topics 

•  Why is this guy talking about radars? 

•  What do radars care about? 

•  What’s the problem? 

•  How well can you do? 

•  Where do we go from here? 

Focus of Our 
Current Efforts 
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Heterogeneous System Not Interference! 
Change the Rules 

•  Assume capable nodes (radar/communications) 
–  Radios can estimate channels 
–  Radars can decode and transmit communications signals 
–  Radar waveform is the communications signal 

•  Estimate performance bounds 
–  Mix of information and estimation theory 

Radar Target 
Joint Radar 

& Communications 
Node 

Interference? 
Joint Radar 

& Communications 
Nodes 
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Crazy Example of Potential Gains 

•  Use advantaged radar 
propagation to improve 
communications 
–  Radar as a relay 

•  Assume propagation 
–  Terrestrial comms ~range-4 
–  Radar-to-comms link  ~range-2 

Radar 
Target 

Radar  
As Relay Traditional Terrestrial 

Communications 

•  Evaluate ratio of capacity 

Performance Improvement 

0 20 40 60 80 100
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•  Find fundamental limits on joint radar target 
estimation and communications performance 

 

•  Focus on joint receiver performance as key issue 
 

Target 

“Radar” 

Our Current Research 

Critical Assumptions 

•  Radar return and communications 
–  Same frequency allocation 
–  Simultaneous 

•  Radar can decode and mitigate 
communications signal 

•  Represent radar performance as rate 
–  Target parameters structured random 

process 
–  Note: radar estimation not detection  
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Communications Information Bound 
Shannon Limit 

•  Consider bound on communications on data rate 

0 5 10 15 20
1.0

5.0

2.0

3.0

1.5

Shannon Limit 

SNR (dB) Sp
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ffi
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•  Communications rate 
(b/s) for Gaussian 
signal and noise 
–  Shannon limit 

R
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Multiple Access Communications Receiver 

•  Assume radar return and communications 
–  Same operating band 
–  Simultaneous 
–  Assume all single antenna transmitters and receivers 

•  What is the best joint data information rate? 
 

Receiver 
•  This is not our problem 

•  This is an analogy 



SPAWC- 27 
Bliss 7/1/2015 

A. Multiple-Access Communications Analogy
For reference, we review the multiple-access communica-

tions system performance bound [2], [21]. In the multiple-
access channel that we discuss here, we assume that two
independent transmitters are communicating with a single
receiver. The channel-attenuation-power product for the two
transmitters are given by a2

1

P
1

and a2
2

P
2

, respectively. Their
corresponding rates are denoted R

1

and R
2

. Assuming that
power is normalized so that the noise variance is unity, the
fundamental limits on rate are given by1
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The region that satisfies these theoretical bounds is depicted
in Figure 1.

Achievable 
Rate Region2 1

3

4

a) Parasitic Communications:
ulation of the radar waveform, the radar can broadcast a

communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is e� ectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log termFig. 1. Pentagon that contains communications multiple-access achievable

rate region.

Unfortunately, this discussion serves only as a motivation
because radar returns do not satisfy the fundamental commu-
nications assumption that they are drawn from a countable
dictionary. Consequently, we do not expect that this form is
directly applicable. However, by using a formalism similar
to the communications multiple-access bound, we can gain

1Note: We assume complex baseband signals, so there are two degrees of
freedom; thus, there is no “1/2” before the log term

insight into the simultaneous channel use by communications
and radar.

B. Joint Radar-Communications Notation

Because there is a significant quantity of notation in dis-
cussing this topic, in Table I we present an overview of the
important notation employed.

TABLE I
SURVEY OF NOTATION.

Variable Description
h·i Expectation
k · k L2-norm or absolute value
B Total system bandwidth
z(t) Observed signal including radar and communications
z̃(t) Observed signal with predicted radar return removed

z
radar

(t) Observed radar return
s
radar

(t) Unit-variance transmitted radar signal
P
radar

Radar power
⌧m Time delay to mth target
⌧
(k)
m kth observation of delay for mth target

⌧m,pre Predicted time delay to mth target
am Combined antenna gain, cross-section, and propagation
N Number of targets
T Radar pulse duration
N Number of targets
T
pri

Pulse repetition interval
� Radar duty factor

s
com

(t) Unit-variance transmitted communication signal
P
com

Total communications power
b Communications propagation loss

n(t) Receiver thermal noise
�2

noise

Thermal noise power
kB Boltzmann constant

T
temp

Temperature
n
int+n

Interference plus noise for communications receiver
✓ Set of nonspecific system and target parameters

B
rms

Root-mean-squared radar bandwidth
� Radar spectral shape parameter

B
com

Communications-only subband
B

mix

Mixed radar and communications subband
↵ Fraction of bandwidth for communications only
� Power fraction used by communications-only subband

µ
com

Channel of communications-only subband
µ
mix

Channel of mixed use subband

C. Joint Radar-Communications Channel Model

In this section, we consider bounds for the multiple-access
communications and radar return channel. We employ a num-
ber of simplifying assumptions for the sake of exposition;
however, generalizations are possible. As an example, we
estimate the range, but assume that the target cross-section is
known. We assume that the targets are well separated and the
that return is modeled well by a Gaussian distribution before
pulse compression. We assume that the range of any given
target is predictable up to some Gaussian random process
variation (not be confused with estimation error). We consider
only the portion of time during which the radar return overlaps
with the communications signal. We assume that temporal
uncertainty of the random target process is within one over
the bandwidth.

Multiple Access Bound 

Multiple Access Communications Bound 
Illustrative Analogy 

•  Satisfy all bound 

 
 

–  Fix power of channel for 
both transmitters 

A. Multiple-Access Communications Analogy
For reference, we review the multiple-access communica-

tions system performance bound [2], [21]. In the multiple-
access channel that we discuss here, we assume that two
independent transmitters are communicating with a single
receiver. The channel-attenuation-power product for the two
transmitters are given by a2

1

P
1

and a2
2

P
2

, respectively. Their
corresponding rates are denoted R

1

and R
2

. Assuming that
power is normalized so that the noise variance is unity, the
fundamental limits on rate are given by1
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The region that satisfies these theoretical bounds is depicted
in Figure 1.
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communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is e� ectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log termFig. 1. Pentagon that contains communications multiple-access achievable

rate region.

Unfortunately, this discussion serves only as a motivation
because radar returns do not satisfy the fundamental commu-
nications assumption that they are drawn from a countable
dictionary. Consequently, we do not expect that this form is
directly applicable. However, by using a formalism similar
to the communications multiple-access bound, we can gain

1Note: We assume complex baseband signals, so there are two degrees of
freedom; thus, there is no “1/2” before the log term

insight into the simultaneous channel use by communications
and radar.

B. Joint Radar-Communications Notation

Because there is a significant quantity of notation in dis-
cussing this topic, in Table I we present an overview of the
important notation employed.

TABLE I
SURVEY OF NOTATION.

Variable Description
h·i Expectation
k · k L2-norm or absolute value
B Total system bandwidth
z(t) Observed signal including radar and communications
z̃(t) Observed signal with predicted radar return removed

z
radar

(t) Observed radar return
s
radar

(t) Unit-variance transmitted radar signal
P
radar

Radar power
⌧m Time delay to mth target
⌧
(k)
m kth observation of delay for mth target

⌧m,pre Predicted time delay to mth target
am Combined antenna gain, cross-section, and propagation
N Number of targets
T Radar pulse duration
N Number of targets
T
pri

Pulse repetition interval
� Radar duty factor

s
com

(t) Unit-variance transmitted communication signal
P
com

Total communications power
b Communications propagation loss

n(t) Receiver thermal noise
�2

noise

Thermal noise power
kB Boltzmann constant

T
temp

Temperature
n
int+n

Interference plus noise for communications receiver
✓ Set of nonspecific system and target parameters

B
rms

Root-mean-squared radar bandwidth
� Radar spectral shape parameter

B
com

Communications-only subband
B

mix

Mixed radar and communications subband
↵ Fraction of bandwidth for communications only
� Power fraction used by communications-only subband

µ
com

Channel of communications-only subband
µ
mix

Channel of mixed use subband

C. Joint Radar-Communications Channel Model

In this section, we consider bounds for the multiple-access
communications and radar return channel. We employ a num-
ber of simplifying assumptions for the sake of exposition;
however, generalizations are possible. As an example, we
estimate the range, but assume that the target cross-section is
known. We assume that the targets are well separated and the
that return is modeled well by a Gaussian distribution before
pulse compression. We assume that the range of any given
target is predictable up to some Gaussian random process
variation (not be confused with estimation error). We consider
only the portion of time during which the radar return overlaps
with the communications signal. We assume that temporal
uncertainty of the random target process is within one over
the bandwidth.

Receiver 

A. Multiple-Access Communications Analogy
For reference, we review the multiple-access communica-

tions system performance bound [2], [21]. In the multiple-
access channel that we discuss here, we assume that two
independent transmitters are communicating with a single
receiver. The channel-attenuation-power product for the two
transmitters are given by a2

1

P
1

and a2
2

P
2

, respectively. Their
corresponding rates are denoted R
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and R
2

. Assuming that
power is normalized so that the noise variance is unity, the
fundamental limits on rate are given by1
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The region that satisfies these theoretical bounds is depicted
in Figure 1.

Achievable 
Rate Region2 1
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a) Parasitic Communications:
ulation of the radar waveform, the radar can broadcast a

communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is e� ectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log termFig. 1. Pentagon that contains communications multiple-access achievable

rate region.

Unfortunately, this discussion serves only as a motivation
because radar returns do not satisfy the fundamental commu-
nications assumption that they are drawn from a countable
dictionary. Consequently, we do not expect that this form is
directly applicable. However, by using a formalism similar
to the communications multiple-access bound, we can gain

1Note: We assume complex baseband signals, so there are two degrees of
freedom; thus, there is no “1/2” before the log term

insight into the simultaneous channel use by communications
and radar.

B. Joint Radar-Communications Notation

Because there is a significant quantity of notation in dis-
cussing this topic, in Table I we present an overview of the
important notation employed.

TABLE I
SURVEY OF NOTATION.

Variable Description
h·i Expectation
k · k L2-norm or absolute value
B Total system bandwidth
z(t) Observed signal including radar and communications
z̃(t) Observed signal with predicted radar return removed

z
radar

(t) Observed radar return
s
radar

(t) Unit-variance transmitted radar signal
P
radar

Radar power
⌧m Time delay to mth target
⌧
(k)
m kth observation of delay for mth target

⌧m,pre Predicted time delay to mth target
am Combined antenna gain, cross-section, and propagation
N Number of targets
T Radar pulse duration
N Number of targets
T
pri

Pulse repetition interval
� Radar duty factor

s
com

(t) Unit-variance transmitted communication signal
P
com

Total communications power
b Communications propagation loss

n(t) Receiver thermal noise
�2

noise

Thermal noise power
kB Boltzmann constant

T
temp

Temperature
n
int+n

Interference plus noise for communications receiver
✓ Set of nonspecific system and target parameters

B
rms

Root-mean-squared radar bandwidth
� Radar spectral shape parameter

B
com

Communications-only subband
B

mix

Mixed radar and communications subband
↵ Fraction of bandwidth for communications only
� Power fraction used by communications-only subband

µ
com

Channel of communications-only subband
µ
mix

Channel of mixed use subband

C. Joint Radar-Communications Channel Model

In this section, we consider bounds for the multiple-access
communications and radar return channel. We employ a num-
ber of simplifying assumptions for the sake of exposition;
however, generalizations are possible. As an example, we
estimate the range, but assume that the target cross-section is
known. We assume that the targets are well separated and the
that return is modeled well by a Gaussian distribution before
pulse compression. We assume that the range of any given
target is predictable up to some Gaussian random process
variation (not be confused with estimation error). We consider
only the portion of time during which the radar return overlaps
with the communications signal. We assume that temporal
uncertainty of the random target process is within one over
the bandwidth.

A. Multiple-Access Communications Analogy
For reference, we review the multiple-access communica-

tions system performance bound [2], [21]. In the multiple-
access channel that we discuss here, we assume that two
independent transmitters are communicating with a single
receiver. The channel-attenuation-power product for the two
transmitters are given by a2

1

P
1

and a2
2

P
2

, respectively. Their
corresponding rates are denoted R

1

and R
2

. Assuming that
power is normalized so that the noise variance is unity, the
fundamental limits on rate are given by1
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The region that satisfies these theoretical bounds is depicted
in Figure 1.

Achievable 
Rate Region2 1

3
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a) Parasitic Communications:
ulation of the radar waveform, the radar can broadcast a

communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is e� ectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log term

a) Parasitic Communications: By employing mild mod-
ulation of the radar waveform, the radar can broadcast a
communication signal parasitically with the radar waveform.
Because the radar knows the transmitted signal, it can employ
this reference in estimating the radar channel without loss
in radar performance. In using more aggressive communica-
tion/radar waveforms, an instantaneously wideband communi-
cation waveform can be employed with essentially no loss in
radar estimation and detection performance.

b) Parasitic Radar: Another simple example of a sym-
biotic communication and radar systems is the passive radar.
For example, a bistatic receiver employs a broadcast com-
munications signal as an illuminating source. In this case,
the communications system operates normally. The bistatic
radar receiver observes the communication signal directly, and
constructs a reference of the transmission. It uses this reference
to search for targets. The benefits for the radar system are
significant both in terms of spectral resource allocation (for
which none was required), and in terms of hardware. No high
power transmitter was required; however many of the signal
parameters may be suboptimal.

III. MUDR
A. Heterogeneous Radar/Communications Model

As a specific example, consider a joint air surveillance radar
and mobile ad hoc network (MANet) system [2]. We assume
a heterogeneous network of communication/radar nodes, such
that all nodes can potentially decode signals. While all nodes
may not perform all functions, we assume in general that
they can. We assume relatively capable radar/communication
nodes, and assume that they have a common control channel.
We assume all radar/communications signals subtend the full
available bandwidth. Specifically, we assume an operating
scenario in which some small set of the nodes have high-
power amplifies and high-gain antenna arrays. These nodes
correspond to those that would traditionally have been identi-
fied as radars. While other nodes are relatively disadvantaged
geographically, in transmit power, and in antenna gain. These
nodes correspond to those that would traditionally have been
identified as MANet radios.

B. MUDR: Radar as a Relay
As a basic starting point in the analysis, we begin with a

three node communications network with simultaneous radar
functionality, as discussed in Section III-B. This is an ex-
tension to the concepts discussed in Section II. The radar
will transmit its radar pulse that also contains an encoded
communications signal to a destination radio. The radar will
receive the source radio signal and the radar returns for
channel estimation. Because the radar is typically sited in an
advantaged location, and because it has access to relatively
high transmit power and high gain compared to a typical
communications transmitter, it is well suited to act as a
communications relay. As an example, two nodes that simply
cannot communicate at any reasonable rate because of their
geometry, may be able to communicate via the radar relay.

Thus, the communication rate improvement could potentially
be orders of magnitude.

To study the performance bounds associated with the radar
as a relay concept, an interesting analogy to the information
theoretic capacity of the multiuser receiver can be employed.
In particular, in considering the two transmitter, single receiver
multiuser problem, the capacity region is known [2], [21]. For
a given average transmit power, with axes defined by the data
rate of User 1, and the data rate of User 2, the capacity region
is given by an irregular pentagon.

In our problem, for the simultaneous reception of the source
communications and the radar return, we can replace the rate
of the second user by the information rate associated with
the time-varying parameters of a radar return. The solution
in the large communications signal power, low target return
power, portion of the information bound region is to employ
successive interference cancellation [2], [21]. If the communi-
cations signal operates at a decodable rate and SINR observed
by the radar receiver (where the interference here is the radar
return), then the radar can decode the communications signal,
remodulate the signal, and subtract it from the raw data
observed by the radar. The resulting data stream is effectively
free of the communications signal contamination and the
system can then estimate the parameters of the radar return.
In addition, the channel estimated during the decoding of the
communications signal may contain bi-static radar information
about the radar target. This information can be combined with
the results of the monostatic radar processing. The radar can
then encode the signal for the next radar pulse and, by using
the radar waveform as a communications waveform, relaying
the data to the destination node.

IV. JOINT MULTIUSER ESTIMATION/COMMUNICATION
BOUNDS

In general, much like network communication [2], exact
bounds are challenging. However, in certain cases, such as
the multiuser base station, bounds are tenable. We develop a
generalization of the relay discussion. Furthermore, we sketch
a more general set of scaling bounds.

The fundamental limits on rate are given by1
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1Note: We assume complex signals, so there are two degrees; thus, there
is no “1/2” before the log termFig. 1. Pentagon that contains communications multiple-access achievable

rate region.

Unfortunately, this discussion serves only as a motivation
because radar returns do not satisfy the fundamental commu-
nications assumption that they are drawn from a countable
dictionary. Consequently, we do not expect that this form is
directly applicable. However, by using a formalism similar
to the communications multiple-access bound, we can gain

1Note: We assume complex baseband signals, so there are two degrees of
freedom; thus, there is no “1/2” before the log term

insight into the simultaneous channel use by communications
and radar.

B. Joint Radar-Communications Notation

Because there is a significant quantity of notation in dis-
cussing this topic, in Table I we present an overview of the
important notation employed.

TABLE I
SURVEY OF NOTATION.

Variable Description
h·i Expectation
k · k L2-norm or absolute value
B Total system bandwidth
z(t) Observed signal including radar and communications
z̃(t) Observed signal with predicted radar return removed

z
radar

(t) Observed radar return
s
radar

(t) Unit-variance transmitted radar signal
P
radar

Radar power
⌧m Time delay to mth target
⌧
(k)
m kth observation of delay for mth target

⌧m,pre Predicted time delay to mth target
am Combined antenna gain, cross-section, and propagation
N Number of targets
T Radar pulse duration
N Number of targets
T
pri

Pulse repetition interval
� Radar duty factor

s
com

(t) Unit-variance transmitted communication signal
P
com

Total communications power
b Communications propagation loss

n(t) Receiver thermal noise
�2

noise

Thermal noise power
kB Boltzmann constant

T
temp

Temperature
n
int+n

Interference plus noise for communications receiver
✓ Set of nonspecific system and target parameters

B
rms

Root-mean-squared radar bandwidth
� Radar spectral shape parameter

B
com

Communications-only subband
B

mix

Mixed radar and communications subband
↵ Fraction of bandwidth for communications only
� Power fraction used by communications-only subband

µ
com

Channel of communications-only subband
µ
mix

Channel of mixed use subband

C. Joint Radar-Communications Channel Model

In this section, we consider bounds for the multiple-access
communications and radar return channel. We employ a num-
ber of simplifying assumptions for the sake of exposition;
however, generalizations are possible. As an example, we
estimate the range, but assume that the target cross-section is
known. We assume that the targets are well separated and the
that return is modeled well by a Gaussian distribution before
pulse compression. We assume that the range of any given
target is predictable up to some Gaussian random process
variation (not be confused with estimation error). We consider
only the portion of time during which the radar return overlaps
with the communications signal. We assume that temporal
uncertainty of the random target process is within one over
the bandwidth.

•  Find points of bound 
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TABLE I
SURVEY OF NOTATION.

Variable Description
h·i Expectation
k · k L2-norm or absolute value
B Total system bandwidth
z(t) Observed signal including radar and communications
z̃(t) Observed signal with predicted radar return removed

z
radar

(t) Observed radar return
s
radar

(t) Unit-variance transmitted radar signal
P
radar

Radar power
⌧m Time delay to mth target
⌧
(k)
m kth observation of delay for mth target

⌧m,pre Predicted time delay to mth target
am Combined antenna gain, cross-section, and propagation
N Number of targets
T Radar pulse duration

T
pri

Pulse repetition interval
� Radar duty factor

s
com

(t) Unit-variance transmitted communication signal
P
com

Total communications power
b Communications propagation loss

n(t) Receiver thermal noise
�2

noise

Thermal noise power
kB Boltzmann constant

T
temp

Temperature
n
int+n

Interference plus noise for communications receiver
✓ Set of nonspecific system and target parameters

B
rms

Root-mean-squared radar bandwidth
� Radar spectral shape parameter

B
com

Communications-only subband
B

mix

Mixed radar and communications subband
↵ Fraction of bandwidth for communications only
� Power fraction employed by communications-only sub-

band
µ
com

Channel of communications-only subband
µ
mix

Channel of mixed use subband

where c is the speed of light. The typical radar estimator
attempts to estimate both the range and the amplitude. For
the sake of discussion, we focus on range estimation. Similar
developments can be found for amplitude estimation. A rea-
sonable estimator (particularly if targets are well separated)
under the assumption of that Doppler shifts are unresolvable
is given by

⌧̂
m

= argmax

⌧m

Z
dt z(t) s⇤

radar

(t� ⌧
m

) . (7)

We assume that we are tracking the target, and we assume the
optimistic model that we have some well understood expected
value of the radar return (based upon prior observations);
however, there is some range fluctuation in the return due to
some underlying target process, so that the next observation is
known up to some random Gaussian process variation n

⌧,proc

,

⌧ (k)
m

= ⌧ (k)
m,pre

+ n
⌧,proc

(8)

⌧ (k)
m,pre

= f(k;T
pri

,✓) .

The function f(k;T
pri

,✓) is a prediction function with param-
eters T

pri

, which is the time between updates (pulse repetition
interval), and ✓ which contains other parameters. The variance
of the process is given by

�2

proc

=

⌧���⌧ (k)
m

� f(k;T
pri

,✓)
���
2

�
. (9)

The observed signal at the receiver z(t) at time t in the
presence of a communications signal and the radar return is
given by

z(t) =
p

P
com

b s
com

(t) (10)

+

p
P
radar

NX

m=1

a
m

s
radar

(t� ⌧
m

) + n(t)

D. Radar-Prediction-Suppressed Observed Signal
For the sake of the communications system, we can try to

mitigate unnecessary interference by subtracting the predicted
radar return at the receiver2

z̃(t) =
p

P
com

b s
com

(t) + n(t) (11)

+

p
P
radar

NX

m=1

a
m

[s
radar

(t�⌧
m

)�s
radar

(t�⌧
m,pre

)] ,

where here we dropped the explicit indication of pulse index
(k). For small delay process variation, we can replace the
difference between the waveforms at the correct and predicted
delay with a derivative,

s
radar

(t� ⌧
m

)� s
radar

(t� ⌧
m,pre

)

= s
radar

(t� ⌧
m

)� s
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(t� ⌧
m

+ n
⌧,proc

)

⇡ @s
radar

(t� ⌧
m

)

@t
n
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. (12)

The observed signal is then given by

z̃(t) ⇡
p
P
com

b s
com

(t) + n(t)

+

p
P
radar

NX

m=1

a
m

@s
radar

(t� ⌧
m

)

@t
n
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. (13)

From the communications receiver’s perspective, the interfer-
ence plus noise is given by

n
int+n

=

p
P
radar
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!
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=
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kn
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k2
↵

= P
radar

 
NX
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a2
m

B2

rms

�2

proc

!
+ �2

noise

= a2 P
radar

�2B2 �2

proc

+ �2

noise

, (14)

where a2 =

P
N

m=1

a2
m

, and B
rms

is extracted by employing
Parseval’s theorem [2]. The value � is the scaling constant
between B and B

rms

that is dependent upon the shape of
the radar waveform power spectral density. For a flat spectral
shape, �2

= 1/12.

E. Radar Estimation Information Rate
An essential tool of this papers is to consider the information

rate of the radar range estimation (which is essentially delay
estimation). We develop this information rate by considering
the entropy of a random parameter being estimated and the

2Note: this process would theoretically remove all clutter.
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inter-target interference) is given by
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⌧ ;est

= Var{⌧̂
m

} =

1

(2⇡)2 B2

rms

ISNR

=

�2

noise

(2⇡)2 B2
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TB a2
m

P
radar

=

k
B

T
temp

�2 B (TB) a2
m

P
radar

, (15)

where ISNR = TB a2
m

P
radar

/�2

noise

indicates the integrated
SNR, and the thermal noise is given by

�2

noise

= k
B

T
temp

B . (16)

Under the assumption of Gaussian estimation error, the result-
ing entropy of the error is given by

h
⌧,est

= log

2

[⇡ e�2

⌧,est

]

= log

2


⇡ e

k
B

T
temp

�2 B (TB) a2
m

P
radar

�
. (17)

2) Radar Random Process Entropy: The entropy of the pro-
cess uncertainty plus estimation uncertainty under a Gaussian
assumption for both is given by [2], [21]

h
⌧,rr

= log

2

⇥
⇡ e (�2

⌧,proc

+ �2

⌧,est

)

⇤
. (18)

3) Estimation Information Rate: Consequently, the mutual
information rate in terms of bits per pulse repetition interval
T
pri

, which is related to the integration period T by the duty
factor T = � T

pri

, is approximately bounded by
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(19)

It is worth noting, that by employing this estimation entropy
in the rate bound, it is assumed that the estimator achieves the
Cramer-Rao performance. If the error variance is larger, then
the rate bound is lowered.

III. INNER RATE BOUNDS

It would be surprising if the performance bound displayed
for the communications multiple-access scenario in Figure
1 achieved the performance bounds of the joint estimation
and communications problem. Here, we search for a good
achievable (inner) bounds. The fundamental system perfor-
mance limit lies between these achievable bounds and the
outer bounds found above. To find these inner bounds, we
hypothesize an idealized receiver and determine the bounding
rates. To simplify the discussion, we consider only a single
target with delay ⌧ and gain-propagation-cross-section product
a2, and drop the explicit index to the target. For example
�2

⌧,proc

! �2

proc

.

If R
est

⇡ 0 is sufficiently low, then the communications
operates according to the bound determined by the isolated
communications system,
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. (20)

If R
com

is sufficiently low for a given transmit power then
the communications signal can be decoded and subtracted
completely from the underlying signal, so that the radar
parameters can be estimated without contamination,

R
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 B log
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�
,

where we used Equation (14). In this regime, the correspond-
ing estimation rate bound R

est

is given by Equation (19).
These two vertices correspond to the points 2 (associated

with Equation (20)) and 4 (associated with Equations (21) and
(19)) in Figure 1, if R

1

is interpreted as the estimation rate, and
R

2

is interpreted as the communications rate. An achievable
rate lies within the triangle constructed by connecting a
straight line between these points.

A. Water-filling

We hypothesize that we can construct tighter (larger) inner
bounds than we constructed in the previous section. In this
section, we consider a water-filling approach that splits the
total bandwidth into two sub-bands and we water fill the
communications power between these bands. Water filling
optimizes the power and rate allocation between multiple
channels [2], [21]. For this application, we separate the band
into two frequency channels. One channel has only commu-
nications, and the other channel is mixed-use and operates at
the SIC rate vertex define by Equations (19) and (21).

Given some ↵, that defines the bandwidth separation,

B = B
com

+B
mix

(22)
B

com

= ↵B

B
mix

= (1� ↵)B ,

then we optimize � that defines the power utilization,

P
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= P
com,com

+ P
com,mix

(23)
P
com,com

= � P
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= (1� �)P
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.

There are two effective channels
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, (24)
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now, this becomes convenient later, when computing the
information rates (estimation and data) of both radar and
communication systems [22].

For N targets, the observed radar return zrad(t) without any
communications signal interference, is given by

zrad(t) =

NX

m=1

am

p
Prad x(t� ⌧m) + n(t) . (1)

Additionally, the observed signal at the receiver z(t) in the
presence of a communications signal is given by

z(t) = b

p
Pcom r(t) (2)

+

p
Prad

NX

m=1

am x(t� ⌧m) + n(t).

The zero-mean thermal noise is drawn from a complex
Gaussian distribution with variance �

2
noise = kB Ttemp B ,

where kB is the Boltzmann constant, Ttemp is the absolute
temperature, and B is the full bandwidth. Similar develop-
ments can be found for amplitude estimation. A reasonable
time-delay estimator (particularly if targets are well separated)
is the correlation estimator given by

⌧̂m = argmax⌧m

Z
dt z(t)x

⇤
(t� ⌧m) . (3)

As stated above, because we assume we are tracking the
target, we have some knowledge of the target’s range (based
upon prior observations), up to some range fluctuation in the
return due to an underlying target random process. This range
fluctuation is interpreted as a fluctuation in time and this
delay fluctuation is modeled by a Gaussian distribution n⌧,proc.
During the k

th observation, the delay for the m

th target will
be given by,

⌧

(k)
m = ⌧

(k)
m,pre + n⌧,proc (4)

⌧

(k)
m,pre = f(k;Tpri,✓) .

The function f(k;Tpri,✓) is a prediction function which
depends on Tpri, the pulse repetition interval, and a set of
nonspecific system and target parameters, ✓. The variance of
the range fluctuation process is given by

�

2
⌧,proc =

D
kn⌧,prock2

E
=

⌧���⌧ (k)m � f(k;Tpri,✓)
���
2
�

. (5)

B. Communications Signal with Predicted Radar Return Sup-
pressed

In order to improve the performance of the communications
system, we try to mitigate unnecessary interference caused by
the presence of the radar signal by using the predicted target
range to generate a predicted radar return and subtracting it
from the received signal at the receiver.

For N targets, the received signal at the communications
receiver with the predicted radar return suppressed is given by

z̃com(t) =

p
Pcom b r(t) + n(t) (6)

+

p
Prad

NX

m=1

am[x(t�⌧m)�x(t�⌧m,pre)] .

Note: we have assumed here that the estimated amplitude is
equal to the actual amplitude i.e. âm = am. This approach is
only useful if the error in delay is smaller that 1/B. For small
fluctuations in delay, we can replace the difference between the
actual and predicted radar return waveforms with a derivative,

x(t� ⌧m)� x(t� ⌧m,pre)

= x(t� ⌧m)� x(t� ⌧m � n⌧,proc)

⇡ @x(t� ⌧m)

@t

n⌧,proc . (7)

The signal observed by the communications receiver is then
given by

z̃com(t) ⇡
p
Pcom b r(t) + n(t)

+

p
Prad

NX

m=1

am
@x(t� ⌧m)

@t

n⌧,proc . (8)

The interference plus noise from the communications system’s
point of view is given by

nint+n =

p
Prad

NX

m=1

am[x(t�⌧m)�x(t�⌧m,pre)] + n(t)

⇡
p

Prad

 
NX

m=1

am
@x(t� ⌧m)

@t

n⌧,proc

!
+ n(t)

�

2
int+n =

⌦
knint+nk2

↵

= Prad

 
NX

m=1

kamk2 (2⇡)2 B2
rms �

2
proc

!
+ �

2
noise (9)

B

2
rms =

R
df f

2 kX(f)k2
R
df kX(f)k2

, (10)

where Brms comes from employing Parseval’s theorem to
convert @x(t � ⌧m)/@t into the frequency domain and then
using the differentiation property of the fourier transform [22].
Brms is extracted from bandwidth B as follows

�

2
B

2
= (2⇡)

2
B

2
rms, (11)

where the value � is the scaling constant between B and
Brms times 2⇡ that is dependent upon the shape of the radar
waveform’s power spectral density. For a flat spectral shape,
�

2
= (2⇡)

2
/12.

V. CRAMER-RAO LOWER BOUND FOR TIME-DELAY
ESTIMATION

In this section, we will go over the Cramer-Rao lower bound
on time-delay estimation on a SISO (single-input single-
output) channel with circularly symmetric Gaussian noise [23].
We have gone over the derivation in more detail in Appendix
A. The Cramer-Rao bound gives the best performance (in
terms of variance of error) of an unbiased estimator.

We assume that the received signal of the time-delay esti-
mator is given by

z(t) = a x(t� ⌧) + n(t), (12)

where x(t) is the transmitted signal whose frequency rep-
resentation, X(f) has full bandwidth B, x(t � ⌧) is the

hfi = 0

4

where x(t) is the transmitted signal with power Prad whose
frequency representation, X(f) has full bandwidth B, x(t�⌧)

is the delayed version of the transmitted signal, a is the
combined radar cross-section, antenna and propagation gain
and n(t) is circularly symmetric Gaussian noise with zero
mean and variance �

2.
Let ✓ = ⌧ be the parameter to be estimated. From equation

(11), we see that z(t) ⇠ CN (a

p
Prad x(t � ⌧),�

2
) and has

the following probability density function,

p(z(t); ✓) =

1

⇡�

2
e

� kz(t)�a
p

P
rad

x(t�⌧)k2

�2

. (12)

The Cramér-Rao lower bound for time delay estimation
[33], �2

⌧ ;est is given by

�

2
⌧ ;est =

✓
1

8⇡

2
B

2
rms ISNR

◆
, (13)

where ISNR stands for integrated SNR. By centering the
spectrum at an appropriate point (by choosing the origin of
the spectrum), we get the RMS bandwidth Brms, given by
Equation (9).

IV. RADAR ESTIMATION INFORMATION RATE

Here we develop a novel parameterization of the radar in
terms of information rate. The metric is analogous to data
information rate for the communications system. We construct
this information rate by considering the entropy of a random
parameter being estimated and the entropy of the estimation
uncertainty of that parameter [1]. As mentioned earlier, this
estimation information rate employs the insights of rate dis-
tortion theory [34], [35] and highlights the symmetry with the
communications information rate bound. As an observation, if
the targets are well separated, then each target estimation can
be considered an independent information channel.

Motivated by the mutual information rate (or radar esti-
mation rate) in terms of estimation entropy, random process
entropy of the radar and bits per pulse repetition interval
Tpri = T/�, the radar estimation information rate is bounded
by

Rest 
X

m

h⌧
m

,rr � h⌧
m

,est

Tpri
, (14)

where h⌧
m

,rr is the received signal entropy and h⌧
m

,est is the
estimation entropy.

The received signal entropy of the radar or the entropy of
the process uncertainty plus estimation uncertainty, assuming
that both are Gaussian, is given by [32], [34]

h⌧
m

,rr =
1

2

log2

⇥
2⇡ e (�

2
⌧
m

,proc + �

2
⌧
m

,est)
⇤
, (15)

To find the estimation entropy, we find the delay estimation
uncertainty for each target. Under the assumption of Gaussian
estimation error, the resulting entropy of the error is given by

h⌧
m

,est =
1

2

log2[2⇡ e�

2
⌧
m

,est]

=

1

2

log2


2⇡ e

kB Ttemp

2�

2
B (TB) kamk2 Prad

�
, (16)

where the variance of delay estimation for the m

th target is
given by Equation (13).

Finally, after putting it all together, we see that the radar
estimation information rate is given by

Rest 
X

m

�

2T

log2

 
1 +

�

2
⌧
m

,proc

�

2
⌧
m

,est

!

=

1

2

X

m

B

log2

"
1 +

2�

2
⌧,proc �

2
B (TB) kamk2 Prad

kB Ttemp

#�/(TB)

.

(17)

It is worth noting, that by employing this estimation entropy
in the rate bound, it is assumed that the estimator achieves the
Cramér-Rao performance. If the error variance is larger, then
the rate bound is lowered.

V. MULTIPLE-ACCESS COMMUNICATIONS PERFORMANCE
BOUND

We present the multiple-access communications system
performance bound [32], [34] as motivation to develop inner
bounds on the performance of a joint radar-communications
system [1]. In this scenario, the channel propagation gain for
the first communications system is given by a1 and channel
propagation gain for the second communications system is
given by a2. The power of the first communications transmitter
is denoted by P1 and the power of the second communications
transmitter is given by P2. Their corresponding rates are
denoted R1 and R2. Assuming that the noise variance is given
by �

2
noise, the fundamental limits on rate are given by

R1  log2

✓
1 +

ka1k2P1

�

2
noise

◆
, R2  log2

✓
1 +

ka2k2P2

�

2
noise

◆

R1 +R2  log2

✓
1 +

ka1k2P1 + ka2k2P2

�

2
noise

◆
. (18)

Vertices are found by jointly solving two bounds to get,

{R1, R2} =

⇢
log2

✓
1 +

ka1k2P1

1 + ka2k2P2

◆
,

log2

✓
1 +

ka2k2P2

�

2
noise

◆�
. (19)

The other vertex can be found by switching the subscripts
1 and 2 in Equation (19). The region that satisfies these
theoretical bounds is depicted in Figure 2.
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where x(t) is the transmitted signal with power Prad whose
frequency representation, X(f) has full bandwidth B, x(t�⌧)

is the delayed version of the transmitted signal, a is the
combined radar cross-section, antenna and propagation gain
and n(t) is circularly symmetric Gaussian noise with zero
mean and variance �

2.
Let ✓ = ⌧ be the parameter to be estimated. From equation

(11), we see that z(t) ⇠ CN (a

p
Prad x(t � ⌧),�

2
) and has

the following probability density function,

p(z(t); ✓) =

1

⇡�

2
e

� kz(t)�a
p

P
rad

x(t�⌧)k2

�2

. (12)

The Cramér-Rao lower bound for time delay estimation
[33], �2

⌧ ;est is given by

�

2
⌧ ;est =

✓
1

8⇡

2
B

2
rms ISNR

◆
, (13)

where ISNR stands for integrated SNR. By centering the
spectrum at an appropriate point (by choosing the origin of
the spectrum), we get the RMS bandwidth Brms, given by
Equation (9).

IV. RADAR ESTIMATION INFORMATION RATE

Here we develop a novel parameterization of the radar in
terms of information rate. The metric is analogous to data
information rate for the communications system. We construct
this information rate by considering the entropy of a random
parameter being estimated and the entropy of the estimation
uncertainty of that parameter [1]. As mentioned earlier, this
estimation information rate employs the insights of rate dis-
tortion theory [34], [35] and highlights the symmetry with the
communications information rate bound. As an observation, if
the targets are well separated, then each target estimation can
be considered an independent information channel.

Motivated by the mutual information rate (or radar esti-
mation rate) in terms of estimation entropy, random process
entropy of the radar and bits per pulse repetition interval
Tpri = T/�, the radar estimation information rate is bounded
by

Rest 
X

m

h⌧
m

,rr � h⌧
m

,est

Tpri
, (14)

where h⌧
m

,rr is the received signal entropy and h⌧
m

,est is the
estimation entropy.

The received signal entropy of the radar or the entropy of
the process uncertainty plus estimation uncertainty, assuming
that both are Gaussian, is given by [32], [34]

h⌧
m

,rr =
1

2

log2

⇥
2⇡ e (�

2
⌧
m

,proc + �

2
⌧
m

,est)
⇤
, (15)

To find the estimation entropy, we find the delay estimation
uncertainty for each target. Under the assumption of Gaussian
estimation error, the resulting entropy of the error is given by

h⌧
m

,est =
1

2

log2[2⇡ e�

2
⌧
m

,est]

=

1

2

log2


2⇡ e

kB Ttemp

2�

2
B (TB) kamk2 Prad

�
, (16)

where the variance of delay estimation for the m

th target is
given by Equation (13).

Finally, after putting it all together, we see that the radar
estimation information rate is given by

Rest 
X

m

�

2T

log2

 
1 +

�

2
⌧
m

,proc

�

2
⌧
m

,est

!

=
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X

m

B

log2

"
1 +

2�

2
⌧,proc �

2
B (TB) kamk2 Prad

kB Ttemp

#�/(TB)

.

(17)

It is worth noting, that by employing this estimation entropy
in the rate bound, it is assumed that the estimator achieves the
Cramér-Rao performance. If the error variance is larger, then
the rate bound is lowered.

V. MULTIPLE-ACCESS COMMUNICATIONS PERFORMANCE
BOUND

We present the multiple-access communications system
performance bound [32], [34] as motivation to develop inner
bounds on the performance of a joint radar-communications
system [1]. In this scenario, the channel propagation gain for
the first communications system is given by a1 and channel
propagation gain for the second communications system is
given by a2. The power of the first communications transmitter
is denoted by P1 and the power of the second communications
transmitter is given by P2. Their corresponding rates are
denoted R1 and R2. Assuming that the noise variance is given
by �

2
noise, the fundamental limits on rate are given by

R1  log2

✓
1 +

ka1k2P1

�

2
noise

◆
, R2  log2

✓
1 +

ka2k2P2

�

2
noise

◆

R1 +R2  log2

✓
1 +

ka1k2P1 + ka2k2P2

�

2
noise

◆
. (18)

Vertices are found by jointly solving two bounds to get,

{R1, R2} =

⇢
log2

✓
1 +

ka1k2P1

1 + ka2k2P2

◆
,

log2

✓
1 +

ka2k2P2

�

2
noise

◆�
. (19)

The other vertex can be found by switching the subscripts
1 and 2 in Equation (19). The region that satisfies these
theoretical bounds is depicted in Figure 2.

•  Ratio of variances looks like an “SNR” 

Like SNR 
�2

⌧,proc

�2

⌧,est
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Our Approach 
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Three Inner Joint Bounds 
Basic Multi-Access Receiver Block 

Joint Performance Bounds 

•  Isolated Sub-Bands 
– What is done traditionally 

•  Successive Interference Cancelation 
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Isolated Sub-band Inner Bound 
What We Do Now 

•  Split spectrum B into sub-bands 
–  Radar only 
–  Communications only 

•  Bandwidth split determined by α
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Fig. 2. Pentagon containing Communications Multiple-Access Achievable
Rate Region.

The achievable rate region is obtained by taking the con-
vex hull [36] of the vertices 1-4. Because a radar signal
is not derived from a countable dictionary, the fundamental
assumption of a communications signal is violated, and the
bounds presented here can not be achieved by a joint radar-
communications system.

VI. PERFORMANCE BOUNDS OF A JOINT
RADAR-COMMUNICATIONS SYSTEM

In this section, we derive inner bounds on the performance
of the joint radar-communications system. As mentioned ear-
lier, performance is measured in data information rate for the
communications system and estimation information rate for
the radar system. To find these inner bounds, we hypothesize
an idealized receiver and determine the bounding rates. To
simplify the discussion, we consider only a single radar target
with delay ⌧ and gain-propagation-cross-section product a.

When deriving the bounds presented in this section, the
radar pulse duration or T is constant. In some scenarios, this
implies that the time-bandwidth product of the radar system
will not be constant. In [1], a case was made for ensuring that
the time-bandwidth product of the radar system would be fixed
as constant which meant that the radar pulse duration would
not be constant. This would cause the duty-factor of the radar
system � to vary as well, which is not a desirable feature
for radar systems. Furthermore, in some cases, a varying
radar pulse duration would cause the radar pulse duration to
exceed the pulse repetition interval of the radar system, i.e.
T > Tpri, which would render the radar system unable to
function correctly.

A. Isolated Sub-Band Inner Bound

In this section, we derive an inner bound by considering a
scenario in which we partition the total bandwidth into two
sub-bands, one for radar only and the other for communica-
tions, which is the standard solution. Each system functions
without any interference in their respective sub-band.

The bandwidth will be split between the two sub-bands
according to some ↵ such that,

B = Brad +Bcom , Bcom = ↵B , Brad = (1� ↵)B .

The corresponding communications rate (for the communi-
cations only sub-band) is given by

Rcom  Bcom log2


1 +

b

2
Pcom

kB Ttemp Bcom

�

= ↵B log2


1 +

b

2
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kB Ttemp ↵B

�
. (20)

and the corresponding radar estimation rate is given by
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(21)

B. Successive Interference Cancellation (SIC) Inner Bound

We consider a scenario in which the joint radar-
communications system first suppresses the predicted radar
return and then attempts to decode the communications signal.
After the receiver has decoded the communications signal,
it can remove the communications signal from the observed
waveform. We can then obtain the original radar return signal
free of any communications interference. The inner bound on
performance derived through this scenario is called the SIC
bound. The block diagram of the receiver considered in this
scenario is shown in Figure 3.

Fig. 3. Receiver Block Diagram for SIC Scenario

If Rest ⇡ 0, it is as if the radar interference is not present
and the communications system can operate at a data rate
determined by the isolated communications bound,

Rcom  B log2

✓
1 +

b

2
Pcom

�

2
noise

◆

= B log2

✓
1 +

b

2
Pcom

kB Ttemp B

◆
. (22)

If Rcom is sufficiently low for a given transmit power,
then as described above, the receiver can successfully decode
the communications signal and remove it from the observed
waveform, leaving just the radar return. Thus, the radar
parameters, such as target range, can be estimated without
corruption from any outside interference. This implies that
from the communications receiver’s perspective, it observes

5

Fig. 2. Pentagon containing Communications Multiple-Access Achievable
Rate Region.

The achievable rate region is obtained by taking the con-
vex hull [36] of the vertices 1-4. Because a radar signal
is not derived from a countable dictionary, the fundamental
assumption of a communications signal is violated, and the
bounds presented here can not be achieved by a joint radar-
communications system.

VI. PERFORMANCE BOUNDS OF A JOINT
RADAR-COMMUNICATIONS SYSTEM

In this section, we derive inner bounds on the performance
of the joint radar-communications system. As mentioned ear-
lier, performance is measured in data information rate for the
communications system and estimation information rate for
the radar system. To find these inner bounds, we hypothesize
an idealized receiver and determine the bounding rates. To
simplify the discussion, we consider only a single radar target
with delay ⌧ and gain-propagation-cross-section product a.

When deriving the bounds presented in this section, the
radar pulse duration or T is constant. In some scenarios, this
implies that the time-bandwidth product of the radar system
will not be constant. In [1], a case was made for ensuring that
the time-bandwidth product of the radar system would be fixed
as constant which meant that the radar pulse duration would
not be constant. This would cause the duty-factor of the radar
system � to vary as well, which is not a desirable feature
for radar systems. Furthermore, in some cases, a varying
radar pulse duration would cause the radar pulse duration to
exceed the pulse repetition interval of the radar system, i.e.
T > Tpri, which would render the radar system unable to
function correctly.

A. Isolated Sub-Band Inner Bound

In this section, we derive an inner bound by considering a
scenario in which we partition the total bandwidth into two
sub-bands, one for radar only and the other for communica-
tions, which is the standard solution. Each system functions
without any interference in their respective sub-band.

The bandwidth will be split between the two sub-bands
according to some ↵ such that,
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and the corresponding radar estimation rate is given by
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B. Successive Interference Cancellation (SIC) Inner Bound

We consider a scenario in which the joint radar-
communications system first suppresses the predicted radar
return and then attempts to decode the communications signal.
After the receiver has decoded the communications signal,
it can remove the communications signal from the observed
waveform. We can then obtain the original radar return signal
free of any communications interference. The inner bound on
performance derived through this scenario is called the SIC
bound. The block diagram of the receiver considered in this
scenario is shown in Figure 3.

Fig. 3. Receiver Block Diagram for SIC Scenario

If Rest ⇡ 0, it is as if the radar interference is not present
and the communications system can operate at a data rate
determined by the isolated communications bound,
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If Rcom is sufficiently low for a given transmit power,
then as described above, the receiver can successfully decode
the communications signal and remove it from the observed
waveform, leaving just the radar return. Thus, the radar
parameters, such as target range, can be estimated without
corruption from any outside interference. This implies that
from the communications receiver’s perspective, it observes
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Rate Region.

The achievable rate region is obtained by taking the con-
vex hull [36] of the vertices 1-4. Because a radar signal
is not derived from a countable dictionary, the fundamental
assumption of a communications signal is violated, and the
bounds presented here can not be achieved by a joint radar-
communications system.
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B. Successive Interference Cancellation (SIC) Inner Bound

We consider a scenario in which the joint radar-
communications system first suppresses the predicted radar
return and then attempts to decode the communications signal.
After the receiver has decoded the communications signal,
it can remove the communications signal from the observed
waveform. We can then obtain the original radar return signal
free of any communications interference. The inner bound on
performance derived through this scenario is called the SIC
bound. The block diagram of the receiver considered in this
scenario is shown in Figure 3.

Fig. 3. Receiver Block Diagram for SIC Scenario

If Rest ⇡ 0, it is as if the radar interference is not present
and the communications system can operate at a data rate
determined by the isolated communications bound,
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If Rcom is sufficiently low for a given transmit power,
then as described above, the receiver can successfully decode
the communications signal and remove it from the observed
waveform, leaving just the radar return. Thus, the radar
parameters, such as target range, can be estimated without
corruption from any outside interference. This implies that
from the communications receiver’s perspective, it observes
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The achievable rate region is obtained by taking the con-
vex hull [36] of the vertices 1-4. Because a radar signal
is not derived from a countable dictionary, the fundamental
assumption of a communications signal is violated, and the
bounds presented here can not be achieved by a joint radar-
communications system.

VI. PERFORMANCE BOUNDS OF A JOINT
RADAR-COMMUNICATIONS SYSTEM
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of the joint radar-communications system. As mentioned ear-
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communications system and estimation information rate for
the radar system. To find these inner bounds, we hypothesize
an idealized receiver and determine the bounding rates. To
simplify the discussion, we consider only a single radar target
with delay ⌧ and gain-propagation-cross-section product a.

When deriving the bounds presented in this section, the
radar pulse duration or T is constant. In some scenarios, this
implies that the time-bandwidth product of the radar system
will not be constant. In [1], a case was made for ensuring that
the time-bandwidth product of the radar system would be fixed
as constant which meant that the radar pulse duration would
not be constant. This would cause the duty-factor of the radar
system � to vary as well, which is not a desirable feature
for radar systems. Furthermore, in some cases, a varying
radar pulse duration would cause the radar pulse duration to
exceed the pulse repetition interval of the radar system, i.e.
T > Tpri, which would render the radar system unable to
function correctly.

A. Isolated Sub-Band Inner Bound

In this section, we derive an inner bound by considering a
scenario in which we partition the total bandwidth into two
sub-bands, one for radar only and the other for communica-
tions, which is the standard solution. Each system functions
without any interference in their respective sub-band.

The bandwidth will be split between the two sub-bands
according to some ↵ such that,
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B. Successive Interference Cancellation (SIC) Inner Bound

We consider a scenario in which the joint radar-
communications system first suppresses the predicted radar
return and then attempts to decode the communications signal.
After the receiver has decoded the communications signal,
it can remove the communications signal from the observed
waveform. We can then obtain the original radar return signal
free of any communications interference. The inner bound on
performance derived through this scenario is called the SIC
bound. The block diagram of the receiver considered in this
scenario is shown in Figure 3.

Fig. 3. Receiver Block Diagram for SIC Scenario

If Rest ⇡ 0, it is as if the radar interference is not present
and the communications system can operate at a data rate
determined by the isolated communications bound,
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If Rcom is sufficiently low for a given transmit power,
then as described above, the receiver can successfully decode
the communications signal and remove it from the observed
waveform, leaving just the radar return. Thus, the radar
parameters, such as target range, can be estimated without
corruption from any outside interference. This implies that
from the communications receiver’s perspective, it observes
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Predicted Radar Return Removed 

•  Received signal combines radar return and 
communications signal 

TABLE I
SURVEY OF NOTATION.

Variable Description
h·i Expectation
k · k L2-norm or absolute value
B Total system bandwidth
z(t) Observed signal including radar and communications
z̃(t) Observed signal with predicted radar return removed

z
radar

(t) Observed radar return
s
radar

(t) Unit-variance transmitted radar signal
P
radar

Radar power
⌧m Time delay to mth target
⌧
(k)
m kth observation of delay for mth target

⌧m,pre Predicted time delay to mth target
am Combined antenna gain, cross-section, and propagation
N Number of targets
T Radar pulse duration

T
pri

Pulse repetition interval
� Radar duty factor

s
com

(t) Unit-variance transmitted communication signal
P
com

Total communications power
b Communications propagation loss

n(t) Receiver thermal noise
�2

noise

Thermal noise power
kB Boltzmann constant

T
temp

Temperature
n
int+n

Interference plus noise for communications receiver
✓ Set of nonspecific system and target parameters

B
rms

Root-mean-squared radar bandwidth
� Radar spectral shape parameter

B
com

Communications-only subband
B

mix

Mixed radar and communications subband
↵ Fraction of bandwidth for communications only
� Power fraction employed by communications-only sub-

band
µ
com

Channel of communications-only subband
µ
mix

Channel of mixed use subband

where c is the speed of light. The typical radar estimator
attempts to estimate both the range and the amplitude. For
the sake of discussion, we focus on range estimation. Similar
developments can be found for amplitude estimation. A rea-
sonable estimator (particularly if targets are well separated)
under the assumption of that Doppler shifts are unresolvable
is given by
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Z
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) . (7)

We assume that we are tracking the target, and we assume the
optimistic model that we have some well understood expected
value of the radar return (based upon prior observations);
however, there is some range fluctuation in the return due to
some underlying target process, so that the next observation is
known up to some random Gaussian process variation n
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The function f(k;T
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,✓) is a prediction function with param-
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, which is the time between updates (pulse repetition
interval), and ✓ which contains other parameters. The variance
of the process is given by
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The observed signal at the receiver z(t) at time t in the
presence of a communications signal and the radar return is
given by
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D. Radar-Prediction-Suppressed Observed Signal
For the sake of the communications system, we can try to

mitigate unnecessary interference by subtracting the predicted
radar return at the receiver2
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where here we dropped the explicit indication of pulse index
(k). For small delay process variation, we can replace the
difference between the waveforms at the correct and predicted
delay with a derivative,
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The observed signal is then given by
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From the communications receiver’s perspective, the interfer-
ence plus noise is given by
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where a2 =

P
N

m=1

a2
m

, and B
rms

is extracted by employing
Parseval’s theorem [2]. The value � is the scaling constant
between B and B

rms

that is dependent upon the shape of
the radar waveform power spectral density. For a flat spectral
shape, �2

= 1/12.

E. Radar Estimation Information Rate
An essential tool of this papers is to consider the information

rate of the radar range estimation (which is essentially delay
estimation). We develop this information rate by considering
the entropy of a random parameter being estimated and the

2Note: this process would theoretically remove all clutter.
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where c is the speed of light. The typical radar estimator
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where here we dropped the explicit indication of pulse index
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where c is the speed of light. The typical radar estimator
attempts to estimate both the range and the amplitude. For
the sake of discussion, we focus on range estimation. Similar
developments can be found for amplitude estimation. A rea-
sonable estimator (particularly if targets are well separated)
under the assumption of that Doppler shifts are unresolvable
is given by
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The observed signal at the receiver z(t) at time t in the
presence of a communications signal and the radar return is
given by

z(t) =
p

P
com

b s
com

(t) (10)

+

p
P
radar

NX

m=1

a
m

s
radar

(t� ⌧
m

) + n(t)
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mitigate unnecessary interference by subtracting the predicted
radar return at the receiver2

z̃(t) =
p

P
com

b s
com

(t) + n(t) (11)

+

p
P
radar

NX

m=1

a
m

[s
radar

(t�⌧
m

)�s
radar

(t�⌧
m,pre

)] ,

where here we dropped the explicit indication of pulse index
(k). For small delay process variation, we can replace the
difference between the waveforms at the correct and predicted
delay with a derivative,

s
radar

(t� ⌧
m

)� s
radar

(t� ⌧
m,pre

)

= s
radar

(t� ⌧
m

)� s
radar

(t� ⌧
m

+ n
⌧,proc

)

⇡ @s
radar

(t� ⌧
m

)

@t
n
⌧,proc

. (12)

The observed signal is then given by

z̃(t) ⇡
p
P
com

b s
com

(t) + n(t)

+

p
P
radar

NX

m=1

a
m

@s
radar

(t� ⌧
m

)

@t
n
⌧,proc

. (13)

From the communications receiver’s perspective, the interfer-
ence plus noise is given by

n
int+n

=

p
P
radar

 
NX

m=1

a
m

@s
radar

(t� ⌧
m

)

@t
n
⌧,proc

!
+ n(t)

�2

int+n

=

⌦
kn

int+n

k2
↵

= P
radar

 
NX

m=1

a2
m

B2

rms

�2

proc

!
+ �2

noise

= a2 P
radar

�2B2 �2

proc

+ �2

noise

, (14)

where a2 =

P
N

m=1

a2
m

, and B
rms

is extracted by employing
Parseval’s theorem [2]. The value � is the scaling constant
between B and B

rms

that is dependent upon the shape of
the radar waveform power spectral density. For a flat spectral
shape, �2

= 1/12.
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rate of the radar range estimation (which is essentially delay
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where here we dropped the explicit indication of pulse index
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rate of the radar range estimation (which is essentially delay
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where c is the speed of light. The typical radar estimator
attempts to estimate both the range and the amplitude. For
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optimistic model that we have some well understood expected
value of the radar return (based upon prior observations);
however, there is some range fluctuation in the return due to
some underlying target process, so that the next observation is
known up to some random Gaussian process variation n

⌧,proc

,

⌧ (k)
m

= ⌧ (k)
m,pre

+ n
⌧,proc

(8)

⌧ (k)
m,pre

= f(k;T
pri

,✓) .

The function f(k;T
pri

,✓) is a prediction function with param-
eters T

pri

, which is the time between updates (pulse repetition
interval), and ✓ which contains other parameters. The variance
of the process is given by

�2

proc

=

⌧���⌧ (k)
m

� f(k;T
pri

,✓)
���
2

�
. (9)

The observed signal at the receiver z(t) at time t in the
presence of a communications signal and the radar return is
given by

z(t) =
p

P
com

b s
com

(t) (10)

+

p
P
radar

NX

m=1

a
m

s
radar

(t� ⌧
m

) + n(t)

D. Radar-Prediction-Suppressed Observed Signal
For the sake of the communications system, we can try to

mitigate unnecessary interference by subtracting the predicted
radar return at the receiver2

z̃(t) =
p

P
com

b s
com

(t) + n(t) (11)

+

p
P
radar

NX

m=1

a
m

[s
radar

(t�⌧
m

)�s
radar

(t�⌧
m,pre

)] ,
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rate of the radar range estimation (which is essentially delay
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where c is the speed of light. The typical radar estimator
attempts to estimate both the range and the amplitude. For
the sake of discussion, we focus on range estimation. Similar
developments can be found for amplitude estimation. A rea-
sonable estimator (particularly if targets are well separated)
under the assumption of that Doppler shifts are unresolvable
is given by

⌧̂
m

= argmax

⌧m

Z
dt z(t) s⇤

radar

(t� ⌧
m

) . (7)

We assume that we are tracking the target, and we assume the
optimistic model that we have some well understood expected
value of the radar return (based upon prior observations);
however, there is some range fluctuation in the return due to
some underlying target process, so that the next observation is
known up to some random Gaussian process variation n

⌧,proc

,

⌧ (k)
m

= ⌧ (k)
m,pre

+ n
⌧,proc

(8)

⌧ (k)
m,pre

= f(k;T
pri

,✓) .

The function f(k;T
pri

,✓) is a prediction function with param-
eters T

pri

, which is the time between updates (pulse repetition
interval), and ✓ which contains other parameters. The variance
of the process is given by

�2

proc

=

⌧���⌧ (k)
m

� f(k;T
pri

,✓)
���
2

�
. (9)

The observed signal at the receiver z(t) at time t in the
presence of a communications signal and the radar return is
given by

z(t) =
p

P
com

b s
com

(t) (10)

+

p
P
radar
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a
m

s
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(t� ⌧
m

) + n(t)

D. Radar-Prediction-Suppressed Observed Signal
For the sake of the communications system, we can try to

mitigate unnecessary interference by subtracting the predicted
radar return at the receiver2

z̃(t) =
p

P
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b s
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(t) + n(t) (11)

+

p
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a
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[s
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)�s
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(t�⌧
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)] ,

where here we dropped the explicit indication of pulse index
(k). For small delay process variation, we can replace the
difference between the waveforms at the correct and predicted
delay with a derivative,
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. (12)

The observed signal is then given by
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p
P
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b s
com

(t) + n(t)
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a
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From the communications receiver’s perspective, the interfer-
ence plus noise is given by

n
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=
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where a2 =

P
N

m=1

a2
m

, and B
rms

is extracted by employing
Parseval’s theorem [2]. The value � is the scaling constant
between B and B

rms

that is dependent upon the shape of
the radar waveform power spectral density. For a flat spectral
shape, �2

= 1/12.

E. Radar Estimation Information Rate
An essential tool of this papers is to consider the information

rate of the radar range estimation (which is essentially delay
estimation). We develop this information rate by considering
the entropy of a random parameter being estimated and the

2Note: this process would theoretically remove all clutter.

By Parseval's 
Theorem 

3

The zero-mean thermal noise n(t) is drawn from a complex
Gaussian distribution with variance �

2
noise = kB Ttemp B. A

reasonable time-delay estimator (particularly if targets are well
separated) is the correlation estimator given by

⌧̂m = argmax⌧m

Z
dt z(t)x

⇤
(t� ⌧m) . (2)

As stated in Section II, because we assume we are tracking the
target, we have some knowledge of the target’s range (based
upon prior observations), up to some range fluctuation in the
return due to an underlying target random process. This range
fluctuation is interpreted as a fluctuation in delay which is
modeled by a Gaussian distribution n⌧,proc. During the k

th

observation, the delay for the m

th target will be given by,

⌧

(k)
m = ⌧

(k)
m,pre + n⌧,proc (3)

⌧

(k)
m,pre = f(k;Tpri,�) .

The function f(k;Tpri,�) is a prediction function which
depends on Tpri, the pulse repetition interval, and a set of
nonspecific system and target parameters, �. The variance of
the range fluctuation process is given by

�

2
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D
kn⌧,prock2
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⌧���⌧ (k)m � f(k;Tpri,�)
���
2
�

. (4)

B. Communications Signal with Predicted Radar Return Sup-
pressed

In order to improve the performance of the communications
system, we try to mitigate unnecessary interference caused by
the presence of the radar signal by using the predicted target
range to generate a predicted radar return and subtracting it
from the received signal at the receiver. This technique is
known as Successive Interference Cancellation (SIC) [1].

For N targets, the received signal at the communications
receiver with the predicted radar return suppressed is given by

z̃com(t) =

p
Pcom b r(t) + n(t) (5)

+

p
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NX

m=1

am[x(t�⌧m)�x(t�⌧m,pre)] .

Note that we have assumed here that the estimated amplitude
is equal to the actual amplitude (ãm = am). This approach is
only useful if the error in delay is smaller that 1/B. For small
fluctuations in delay, we can replace the difference between the
actual and predicted radar return waveforms with a derivative,

x(t� ⌧m)� x(t� ⌧m,pre) ⇡
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@t

n⌧,proc . (6)

The signal observed by the communications receiver is then
given by
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p

Pcom b r(t) + n(t)

+

p
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The interference plus noise from the communications system’s
point of view is given by
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2 kX(f)k2
R
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, (9)

where f is frequency, X(f) represents the frequency spec-
trum of the radar illumination signal x(t), and Brms comes
from employing Parseval’s theorem to convert @x(t� ⌧m)/@t

into the frequency domain and then using the differentiation
property of the Fourier transform [23]. Brms is extracted from
bandwidth B as follows

�

2
B

2
= (2⇡)

2
B

2
rms, (10)

where the value � is the scaling constant between B and
Brms times 2⇡ that is dependent upon the shape of the radar
waveform’s power spectral density. For a flat spectral shape,
�

2
= (2⇡)

2
/12.

III. CRAMÉR-RAO LOWER BOUND FOR TIME-DELAY
ESTIMATION

In this section, we develop the Cramér-Rao lower bound on
time-delay estimation on a SISO (single-input single-output)
channel with circularly symmetric Gaussian noise [24]. The
Cramér-Rao bound gives the best performance (in terms of
variance of estimation error) of an unbiased estimator.

We assume that the received signal of the time-delay esti-
mator is given by

z(t) = a x(t� ⌧) + n(t), (11)

where x(t) is the transmitted signal whose frequency rep-
resentation, X(f) has full bandwidth B, x(t � ⌧) is the
delayed version of the transmitted signal, a is the combined
radar cross-section, antenna and propagation gain and n(t)

is circularly symmetric Gaussian noise with zero mean and
variance �

2.
Let ✓ = ⌧ be the parameter to be estimated. From equation

(11), we see that z(t) ⇠ CN (a x(t � ⌧),�

2
) and has the

following probability density function,

p(z(t); ✓) =

1

⇡�

2
e

� kz(t)�a x(t�⌧)k2

�2

. (12)

The Cramér-Rao lower bound for time delay estimation,
�

2
⌧ ;est is given by

�

2
⌧ ;est =

✓
1

8⇡

2
B

2
rms ISNR

◆
(13)

where ISNR stands for integrated SNR. By centering the
spectrum at an appropriate point (by choosing the origin of
the spectrum), we get the RMS bandwidth Brms, given by
Equation (9).
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interference plus noise as described by Equation (8),

Rcom  B log2


1 +

b

2
Pcom

�

2
int+n

�
(23)

= B log2


1 +

b

2
Pcom

kak2 Prad �
2
B

2
�

2
proc + kB Ttemp B

�
,

In this regime, the corresponding estimation rate bound Rest

is given by Equation (17).
These two vertices correspond to the points 2 (associated

with Equation (22)) and 3 (associated with Equations (23) and
(17)) in Figure 2, assuming that R1 is the estimation rate, and
R2 is the communications rate. An achievable rate lies within
the quadrilateral constructed by constructing the convex hull
between these points. This is the SIC inner bound.

C. Communications Water-Filling Inner Bound
In this section, we consider a scenario in which the total

bandwidth is split into two sub-bands, one sub-band for
communications only and the other sub-band for both radar
and communications. It is not necessary that the sub-bands will
be of equal bandwidth. We use a novel water-filling approach
to distribute the total communications power between the
two sub-bands [1]. Water-filling optimizes the power and
rate allocation between multiple channels [32], [34]. In this
scenario, the bandwidths of the two channels need not be
equal. This means that the problem formulation in this scenario
is not a standard formulation. Hence, we expect that the shape
of the inner-bound derived by employing water-filling will be
non-intuitive. The mixed use channel operates at the SIC rate
vertex defined by Equations (17) and (23). The block diagram
of the receiver considered in this scenario is shown in Figure
4.

Fig. 4. Receiver Block Diagram for Communications Only and Mixed Use
Sub-bands

Given some ↵ that defines the bandwidth separation,

B = Bcom +Bmix , Bcom = ↵B , Bmix = (1� ↵)B , (24)

then we optimize the power utilization, �, between sub-bands,

Pcom = PCO +PMU , PCO = � Pcom , PMU = (1� �)Pcom .

(25)
There are two effective channels
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2
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, (26)
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for the mixed use channel. The communications power is split
between the two channels [32], [34],

Pcom = PCO + PMU

=

✓
↵ ⌫ � 1

µcom

◆+

+

✓
(1� ↵) ⌫ � 1
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. (28)

The critical point (the transition between using one or both
channels for communications) occurs when

(1� ↵) ⌫ � 1

µmix
= 0

Pcom = ↵ ⌫ � 1

µcom
, (29)

so both channels are used if

Pcom � ↵

(1� ↵)µmix
� 1
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. (30)

If the communications-only channel is used exclusively for
communications, then Pcom = PCO. If both channels are
employed for communications then
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PMU = (1� ↵) ⌫ � 1
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, (31)

and thus when Equation (30) is satisfied
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The value of power fraction � is then given by
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The resulting communications rate bound in the
communications-only sub-band is given by
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The mixed use communications rate inner bound is given by
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is given by Equation (17).
These two vertices correspond to the points 2 (associated

with Equation (22)) and 3 (associated with Equations (23) and
(17)) in Figure 2, assuming that R1 is the estimation rate, and
R2 is the communications rate. An achievable rate lies within
the quadrilateral constructed by constructing the convex hull
between these points. This is the SIC inner bound.

C. Communications Water-Filling Inner Bound
In this section, we consider a scenario in which the total

bandwidth is split into two sub-bands, one sub-band for
communications only and the other sub-band for both radar
and communications. It is not necessary that the sub-bands will
be of equal bandwidth. We use a novel water-filling approach
to distribute the total communications power between the
two sub-bands [1]. Water-filling optimizes the power and
rate allocation between multiple channels [32], [34]. In this
scenario, the bandwidths of the two channels need not be
equal. This means that the problem formulation in this scenario
is not a standard formulation. Hence, we expect that the shape
of the inner-bound derived by employing water-filling will be
non-intuitive. The mixed use channel operates at the SIC rate
vertex defined by Equations (17) and (23). The block diagram
of the receiver considered in this scenario is shown in Figure
4.
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Sub-bands
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so both channels are used if
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employed for communications then
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where x(t) is the transmitted signal with power Prad whose
frequency representation, X(f) has full bandwidth B, x(t�⌧)

is the delayed version of the transmitted signal, a is the
combined radar cross-section, antenna and propagation gain
and n(t) is circularly symmetric Gaussian noise with zero
mean and variance �

2.
Let ✓ = ⌧ be the parameter to be estimated. From equation

(11), we see that z(t) ⇠ CN (a

p
Prad x(t � ⌧),�

2
) and has

the following probability density function,

p(z(t); ✓) =

1

⇡�

2
e

� kz(t)�a
p

P
rad

x(t�⌧)k2

�2

. (12)

The Cramér-Rao lower bound for time delay estimation
[33], �2

⌧ ;est is given by

�

2
⌧ ;est =

✓
1

8⇡

2
B

2
rms ISNR

◆
, (13)

where ISNR stands for integrated SNR. By centering the
spectrum at an appropriate point (by choosing the origin of
the spectrum), we get the RMS bandwidth Brms, given by
Equation (9).

IV. RADAR ESTIMATION INFORMATION RATE

Here we develop a novel parameterization of the radar in
terms of information rate. The metric is analogous to data
information rate for the communications system. We construct
this information rate by considering the entropy of a random
parameter being estimated and the entropy of the estimation
uncertainty of that parameter [1]. As mentioned earlier, this
estimation information rate employs the insights of rate dis-
tortion theory [34], [35] and highlights the symmetry with the
communications information rate bound. As an observation, if
the targets are well separated, then each target estimation can
be considered an independent information channel.

Motivated by the mutual information rate (or radar esti-
mation rate) in terms of estimation entropy, random process
entropy of the radar and bits per pulse repetition interval
Tpri = T/�, the radar estimation information rate is bounded
by

Rest 
X

m

h⌧
m

,rr � h⌧
m

,est

Tpri
, (14)

where h⌧
m

,rr is the received signal entropy and h⌧
m

,est is the
estimation entropy.

The received signal entropy of the radar or the entropy of
the process uncertainty plus estimation uncertainty, assuming
that both are Gaussian, is given by [32], [34]

h⌧
m
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1

2

log2

⇥
2⇡ e (�

2
⌧
m

,proc + �

2
⌧
m

,est)
⇤
, (15)

To find the estimation entropy, we find the delay estimation
uncertainty for each target. Under the assumption of Gaussian
estimation error, the resulting entropy of the error is given by

h⌧
m

,est =
1

2

log2[2⇡ e�

2
⌧
m

,est]

=

1

2

log2
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2⇡ e
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2�

2
B (TB) kamk2 Prad

�
, (16)

where the variance of delay estimation for the m

th target is
given by Equation (13).

Finally, after putting it all together, we see that the radar
estimation information rate is given by
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(17)

It is worth noting, that by employing this estimation entropy
in the rate bound, it is assumed that the estimator achieves the
Cramér-Rao performance. If the error variance is larger, then
the rate bound is lowered.

V. MULTIPLE-ACCESS COMMUNICATIONS PERFORMANCE
BOUND

We present the multiple-access communications system
performance bound [32], [34] as motivation to develop inner
bounds on the performance of a joint radar-communications
system [1]. In this scenario, the channel propagation gain for
the first communications system is given by a1 and channel
propagation gain for the second communications system is
given by a2. The power of the first communications transmitter
is denoted by P1 and the power of the second communications
transmitter is given by P2. Their corresponding rates are
denoted R1 and R2. Assuming that the noise variance is given
by �

2
noise, the fundamental limits on rate are given by

R1  log2

✓
1 +

ka1k2P1

�

2
noise

◆
, R2  log2

✓
1 +

ka2k2P2

�

2
noise

◆

R1 +R2  log2

✓
1 +

ka1k2P1 + ka2k2P2

�

2
noise

◆
. (18)

Vertices are found by jointly solving two bounds to get,

{R1, R2} =

⇢
log2

✓
1 +

ka1k2P1

1 + ka2k2P2

◆
,

log2

✓
1 +

ka2k2P2

�

2
noise

◆�
. (19)

The other vertex can be found by switching the subscripts
1 and 2 in Equation (19). The region that satisfies these
theoretical bounds is depicted in Figure 2.
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where x(t) is the transmitted signal with power Prad whose
frequency representation, X(f) has full bandwidth B, x(t�⌧)

is the delayed version of the transmitted signal, a is the
combined radar cross-section, antenna and propagation gain
and n(t) is circularly symmetric Gaussian noise with zero
mean and variance �
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where ISNR stands for integrated SNR. By centering the
spectrum at an appropriate point (by choosing the origin of
the spectrum), we get the RMS bandwidth Brms, given by
Equation (9).

IV. RADAR ESTIMATION INFORMATION RATE

Here we develop a novel parameterization of the radar in
terms of information rate. The metric is analogous to data
information rate for the communications system. We construct
this information rate by considering the entropy of a random
parameter being estimated and the entropy of the estimation
uncertainty of that parameter [1]. As mentioned earlier, this
estimation information rate employs the insights of rate dis-
tortion theory [34], [35] and highlights the symmetry with the
communications information rate bound. As an observation, if
the targets are well separated, then each target estimation can
be considered an independent information channel.

Motivated by the mutual information rate (or radar esti-
mation rate) in terms of estimation entropy, random process
entropy of the radar and bits per pulse repetition interval
Tpri = T/�, the radar estimation information rate is bounded
by
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where h⌧
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where the variance of delay estimation for the m

th target is
given by Equation (13).

Finally, after putting it all together, we see that the radar
estimation information rate is given by
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It is worth noting, that by employing this estimation entropy
in the rate bound, it is assumed that the estimator achieves the
Cramér-Rao performance. If the error variance is larger, then
the rate bound is lowered.

V. MULTIPLE-ACCESS COMMUNICATIONS PERFORMANCE
BOUND

We present the multiple-access communications system
performance bound [32], [34] as motivation to develop inner
bounds on the performance of a joint radar-communications
system [1]. In this scenario, the channel propagation gain for
the first communications system is given by a1 and channel
propagation gain for the second communications system is
given by a2. The power of the first communications transmitter
is denoted by P1 and the power of the second communications
transmitter is given by P2. Their corresponding rates are
denoted R1 and R2. Assuming that the noise variance is given
by �

2
noise, the fundamental limits on rate are given by
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Vertices are found by jointly solving two bounds to get,
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The other vertex can be found by switching the subscripts
1 and 2 in Equation (19). The region that satisfies these
theoretical bounds is depicted in Figure 2.
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where x(t) is the transmitted signal with power Prad whose
frequency representation, X(f) has full bandwidth B, x(t�⌧)

is the delayed version of the transmitted signal, a is the
combined radar cross-section, antenna and propagation gain
and n(t) is circularly symmetric Gaussian noise with zero
mean and variance �
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Let ✓ = ⌧ be the parameter to be estimated. From equation

(11), we see that z(t) ⇠ CN (a

p
Prad x(t � ⌧),�

2
) and has

the following probability density function,

p(z(t); ✓) =

1

⇡�

2
e

� kz(t)�a
p

P
rad

x(t�⌧)k2

�2

. (12)

The Cramér-Rao lower bound for time delay estimation
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where ISNR stands for integrated SNR. By centering the
spectrum at an appropriate point (by choosing the origin of
the spectrum), we get the RMS bandwidth Brms, given by
Equation (9).

IV. RADAR ESTIMATION INFORMATION RATE

Here we develop a novel parameterization of the radar in
terms of information rate. The metric is analogous to data
information rate for the communications system. We construct
this information rate by considering the entropy of a random
parameter being estimated and the entropy of the estimation
uncertainty of that parameter [1]. As mentioned earlier, this
estimation information rate employs the insights of rate dis-
tortion theory [34], [35] and highlights the symmetry with the
communications information rate bound. As an observation, if
the targets are well separated, then each target estimation can
be considered an independent information channel.

Motivated by the mutual information rate (or radar esti-
mation rate) in terms of estimation entropy, random process
entropy of the radar and bits per pulse repetition interval
Tpri = T/�, the radar estimation information rate is bounded
by
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where the variance of delay estimation for the m

th target is
given by Equation (13).

Finally, after putting it all together, we see that the radar
estimation information rate is given by
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It is worth noting, that by employing this estimation entropy
in the rate bound, it is assumed that the estimator achieves the
Cramér-Rao performance. If the error variance is larger, then
the rate bound is lowered.

V. MULTIPLE-ACCESS COMMUNICATIONS PERFORMANCE
BOUND

We present the multiple-access communications system
performance bound [32], [34] as motivation to develop inner
bounds on the performance of a joint radar-communications
system [1]. In this scenario, the channel propagation gain for
the first communications system is given by a1 and channel
propagation gain for the second communications system is
given by a2. The power of the first communications transmitter
is denoted by P1 and the power of the second communications
transmitter is given by P2. Their corresponding rates are
denoted R1 and R2. Assuming that the noise variance is given
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noise, the fundamental limits on rate are given by
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The other vertex can be found by switching the subscripts
1 and 2 in Equation (19). The region that satisfies these
theoretical bounds is depicted in Figure 2.
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where x(t) is the transmitted signal with power Prad whose
frequency representation, X(f) has full bandwidth B, x(t�⌧)
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where ISNR stands for integrated SNR. By centering the
spectrum at an appropriate point (by choosing the origin of
the spectrum), we get the RMS bandwidth Brms, given by
Equation (9).

IV. RADAR ESTIMATION INFORMATION RATE

Here we develop a novel parameterization of the radar in
terms of information rate. The metric is analogous to data
information rate for the communications system. We construct
this information rate by considering the entropy of a random
parameter being estimated and the entropy of the estimation
uncertainty of that parameter [1]. As mentioned earlier, this
estimation information rate employs the insights of rate dis-
tortion theory [34], [35] and highlights the symmetry with the
communications information rate bound. As an observation, if
the targets are well separated, then each target estimation can
be considered an independent information channel.

Motivated by the mutual information rate (or radar esti-
mation rate) in terms of estimation entropy, random process
entropy of the radar and bits per pulse repetition interval
Tpri = T/�, the radar estimation information rate is bounded
by
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where the variance of delay estimation for the m

th target is
given by Equation (13).

Finally, after putting it all together, we see that the radar
estimation information rate is given by
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It is worth noting, that by employing this estimation entropy
in the rate bound, it is assumed that the estimator achieves the
Cramér-Rao performance. If the error variance is larger, then
the rate bound is lowered.

V. MULTIPLE-ACCESS COMMUNICATIONS PERFORMANCE
BOUND

We present the multiple-access communications system
performance bound [32], [34] as motivation to develop inner
bounds on the performance of a joint radar-communications
system [1]. In this scenario, the channel propagation gain for
the first communications system is given by a1 and channel
propagation gain for the second communications system is
given by a2. The power of the first communications transmitter
is denoted by P1 and the power of the second communications
transmitter is given by P2. Their corresponding rates are
denoted R1 and R2. Assuming that the noise variance is given
by �

2
noise, the fundamental limits on rate are given by

R1  log2

✓
1 +

ka1k2P1

�

2
noise

◆
, R2  log2

✓
1 +

ka2k2P2

�

2
noise

◆

R1 +R2  log2

✓
1 +

ka1k2P1 + ka2k2P2

�

2
noise

◆
. (18)

Vertices are found by jointly solving two bounds to get,
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The other vertex can be found by switching the subscripts
1 and 2 in Equation (19). The region that satisfies these
theoretical bounds is depicted in Figure 2.
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2) Radar Random Process Entropy: The entropy of the pro-
cess uncertainty plus estimation uncertainty under a Gaussian
assumption for both is given by [2], [21]
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3) Estimation Information Rate: Consequently, the mutual
information rate in terms of bits per pulse repetition interval
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, which is related to the integration period T by the duty
factor T = � T
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It is worth noting, that by employing this estimation entropy
in the rate bound, it is assumed that the estimator achieves the
Cramer-Rao performance. If the error variance is larger, then
the rate bound is lowered.

III. INNER RATE BOUNDS

It would be surprising if the performance bound displayed
for the communications multiple-access scenario in Figure
1 achieved the performance bounds of the joint estimation
and communications problem. Here, we search for a good
achievable (inner) bounds. The fundamental system perfor-
mance limit lies between these achievable bounds and the
outer bounds found above. To find these inner bounds, we
hypothesize an idealized receiver and determine the bounding
rates. To simplify the discussion, we consider only a single
target with delay ⌧ and gain-propagation-cross-section product
a2, and drop the explicit index to the target. For example
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operates according to the bound determined by the isolated
communications system,

R
com

 B log

2

✓
1 +

b2 P
com

�2

noise

◆

= B log

2

✓
1 +

b2 P
com

k
B

T
temp

B

◆
. (20)

If R
com

is sufficiently low for a given transmit power then
the communications signal can be decoded and subtracted
completely from the underlying signal, so that the radar
parameters can be estimated without contamination,
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where we used Equation (14). In this regime, the correspond-
ing estimation rate bound R

est

is given by Equation (19).
These two vertices correspond to the points 2 (associated

with Equation (20)) and 4 (associated with Equations (21) and
(19)) in Figure 1, if R

1

is interpreted as the estimation rate, and
R

2

is interpreted as the communications rate. An achievable
rate lies within the triangle constructed by connecting a
straight line between these points.

A. Water-filling

We hypothesize that we can construct tighter (larger) inner
bounds than we constructed in the previous section. In this
section, we consider a water-filling approach that splits the
total bandwidth into two sub-bands and we water fill the
communications power between these bands. Water filling
optimizes the power and rate allocation between multiple
channels [2], [21]. For this application, we separate the band
into two frequency channels. One channel has only commu-
nications, and the other channel is mixed-use and operates at
the SIC rate vertex define by Equations (19) and (21).
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2) Radar Random Process Entropy: The entropy of the pro-
cess uncertainty plus estimation uncertainty under a Gaussian
assumption for both is given by [2], [21]
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It is worth noting, that by employing this estimation entropy
in the rate bound, it is assumed that the estimator achieves the
Cramer-Rao performance. If the error variance is larger, then
the rate bound is lowered.

III. INNER RATE BOUNDS

It would be surprising if the performance bound displayed
for the communications multiple-access scenario in Figure
1 achieved the performance bounds of the joint estimation
and communications problem. Here, we search for a good
achievable (inner) bounds. The fundamental system perfor-
mance limit lies between these achievable bounds and the
outer bounds found above. To find these inner bounds, we
hypothesize an idealized receiver and determine the bounding
rates. To simplify the discussion, we consider only a single
target with delay ⌧ and gain-propagation-cross-section product
a2, and drop the explicit index to the target. For example
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completely from the underlying signal, so that the radar
parameters can be estimated without contamination,
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where we used Equation (14). In this regime, the correspond-
ing estimation rate bound R
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with Equation (20)) and 4 (associated with Equations (21) and
(19)) in Figure 1, if R
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is interpreted as the estimation rate, and
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is interpreted as the communications rate. An achievable
rate lies within the triangle constructed by connecting a
straight line between these points.

A. Water-filling

We hypothesize that we can construct tighter (larger) inner
bounds than we constructed in the previous section. In this
section, we consider a water-filling approach that splits the
total bandwidth into two sub-bands and we water fill the
communications power between these bands. Water filling
optimizes the power and rate allocation between multiple
channels [2], [21]. For this application, we separate the band
into two frequency channels. One channel has only commu-
nications, and the other channel is mixed-use and operates at
the SIC rate vertex define by Equations (19) and (21).
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for the channel with only communications signal, and the
mixed-use channel that includes the interference to the com-
munications system from the radar
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. If both channels are
employed for communications then
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and thus when Equation (28) is satisfied
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The value of power fraction � is then given by
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The resulting communications rate bound in the
communications-only subband is given by
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If P
com

< 1/µ
com

� 1/µ
mix

then R
com,mix

= 0 because
no communications power is allocated to the “mixed” use
channel, otherwise the mixed use communications rate inner
bound is given by

R
com,mix

 B
mix

log

2


1 +

b2 P
mix

�2

int+n

�

= (1� ↵)B log

2


1 +

b2 (1� �)P
com

�2

int+n

�
(33)

�2

int+n

= a2 P
radar

(1� ↵)2 �2 B2 �2

proc

+ k
B

T
temp

(1� ↵)B

The corresponding radar estimation rate inner bound is then
given by
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We assume that [1�↵]TB, which is the waveform integration,
is held constant as ↵ is varied so R

est

is given by
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where waveform integration is denoted  = (1� ↵)TB. For
some very large value of ↵, corresponding to a very small
radar subband, the problem is no longer self consistent because
T > T

rpi

.

B. Examples
In Figure 2, we display an example of inner bounds on per-

formance. The parameters used in the example are displayed
in Table II. It is assumed that the communications system is
received through an antenna sidelobe, so that the radar and
communications receive gain are not identical. In the figure,
we indicate a outer bound in red. We indicate in green, the
bound on successive interference cancellation (SIC), presented
in Equation (21). The best case system performance given SIC
is at the vertex (at the intersection of the green and red lines),
which is determined by the joint solution of Equations (21) and
(19). The inner bound that linearly interpolates between this
vertex and the radar-free communications bound in Equation
(20) is indicated by the gray dashed line. The water-filling
bound is indicated by the blue line. The water-filling bound
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indicates the integrated
SNR, and the thermal noise is given by
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Under the assumption of Gaussian estimation error, the result-
ing entropy of the error is given by
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2) Radar Random Process Entropy: The entropy of the pro-
cess uncertainty plus estimation uncertainty under a Gaussian
assumption for both is given by [2], [21]

h
⌧,rr

= log

2

⇥
⇡ e (�2

⌧,proc

+ �2

⌧,est

)

⇤
. (18)

3) Estimation Information Rate: Consequently, the mutual
information rate in terms of bits per pulse repetition interval
T
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, which is related to the integration period T by the duty
factor T = � T
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, is approximately bounded by
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It is worth noting, that by employing this estimation entropy
in the rate bound, it is assumed that the estimator achieves the
Cramer-Rao performance. If the error variance is larger, then
the rate bound is lowered.

III. INNER RATE BOUNDS

It would be surprising if the performance bound displayed
for the communications multiple-access scenario in Figure
1 achieved the performance bounds of the joint estimation
and communications problem. Here, we search for a good
achievable (inner) bounds. The fundamental system perfor-
mance limit lies between these achievable bounds and the
outer bounds found above. To find these inner bounds, we
hypothesize an idealized receiver and determine the bounding
rates. To simplify the discussion, we consider only a single
target with delay ⌧ and gain-propagation-cross-section product
a2, and drop the explicit index to the target. For example
�2
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! �2
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.

If R
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⇡ 0 is sufficiently low, then the communications
operates according to the bound determined by the isolated
communications system,
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If R
com

is sufficiently low for a given transmit power then
the communications signal can be decoded and subtracted
completely from the underlying signal, so that the radar
parameters can be estimated without contamination,
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where we used Equation (14). In this regime, the correspond-
ing estimation rate bound R

est

is given by Equation (19).
These two vertices correspond to the points 2 (associated

with Equation (20)) and 4 (associated with Equations (21) and
(19)) in Figure 1, if R

1

is interpreted as the estimation rate, and
R

2

is interpreted as the communications rate. An achievable
rate lies within the triangle constructed by connecting a
straight line between these points.

A. Water-filling

We hypothesize that we can construct tighter (larger) inner
bounds than we constructed in the previous section. In this
section, we consider a water-filling approach that splits the
total bandwidth into two sub-bands and we water fill the
communications power between these bands. Water filling
optimizes the power and rate allocation between multiple
channels [2], [21]. For this application, we separate the band
into two frequency channels. One channel has only commu-
nications, and the other channel is mixed-use and operates at
the SIC rate vertex define by Equations (19) and (21).
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•  Define two channels 

for the channel with only communications signal, and the
mixed-use channel that includes the interference to the com-
munications system from the radar
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The communications power is split between the two channels
[2], [21],
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The critical point (the transition between using one or both
channels for communications) occurs when
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If the communications-only channel is used exclusively for
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employed for communications then
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and thus when Equation (28) is satisfied
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The value of power fraction � is then given by
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The resulting communications rate bound in the
communications-only subband is given by
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If P
com

< 1/µ
com

� 1/µ
mix

then R
com,mix

= 0 because
no communications power is allocated to the “mixed” use
channel, otherwise the mixed use communications rate inner
bound is given by
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The corresponding radar estimation rate inner bound is then
given by
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We assume that [1�↵]TB, which is the waveform integration,
is held constant as ↵ is varied so R

est

is given by
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where waveform integration is denoted  = (1� ↵)TB. For
some very large value of ↵, corresponding to a very small
radar subband, the problem is no longer self consistent because
T > T

rpi

.

B. Examples
In Figure 2, we display an example of inner bounds on per-

formance. The parameters used in the example are displayed
in Table II. It is assumed that the communications system is
received through an antenna sidelobe, so that the radar and
communications receive gain are not identical. In the figure,
we indicate a outer bound in red. We indicate in green, the
bound on successive interference cancellation (SIC), presented
in Equation (21). The best case system performance given SIC
is at the vertex (at the intersection of the green and red lines),
which is determined by the joint solution of Equations (21) and
(19). The inner bound that linearly interpolates between this
vertex and the radar-free communications bound in Equation
(20) is indicated by the gray dashed line. The water-filling
bound is indicated by the blue line. The water-filling bound

for the channel with only communications signal, and the
mixed-use channel that includes the interference to the com-
munications system from the radar
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The communications power is split between the two channels
[2], [21],
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The value of power fraction � is then given by
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The resulting communications rate bound in the
communications-only subband is given by
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no communications power is allocated to the “mixed” use
channel, otherwise the mixed use communications rate inner
bound is given by
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The corresponding radar estimation rate inner bound is then
given by
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We assume that [1�↵]TB, which is the waveform integration,
is held constant as ↵ is varied so R

est

is given by
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where waveform integration is denoted  = (1� ↵)TB. For
some very large value of ↵, corresponding to a very small
radar subband, the problem is no longer self consistent because
T > T

rpi

.

B. Examples
In Figure 2, we display an example of inner bounds on per-

formance. The parameters used in the example are displayed
in Table II. It is assumed that the communications system is
received through an antenna sidelobe, so that the radar and
communications receive gain are not identical. In the figure,
we indicate a outer bound in red. We indicate in green, the
bound on successive interference cancellation (SIC), presented
in Equation (21). The best case system performance given SIC
is at the vertex (at the intersection of the green and red lines),
which is determined by the joint solution of Equations (21) and
(19). The inner bound that linearly interpolates between this
vertex and the radar-free communications bound in Equation
(20) is indicated by the gray dashed line. The water-filling
bound is indicated by the blue line. The water-filling bound

for the channel with only communications signal, and the
mixed-use channel that includes the interference to the com-
munications system from the radar
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The communications power is split between the two channels
[2], [21],
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The value of power fraction � is then given by
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The resulting communications rate bound in the
communications-only subband is given by
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If P
com

< 1/µ
com

� 1/µ
mix

then R
com,mix

= 0 because
no communications power is allocated to the “mixed” use
channel, otherwise the mixed use communications rate inner
bound is given by
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The corresponding radar estimation rate inner bound is then
given by
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We assume that [1�↵]TB, which is the waveform integration,
is held constant as ↵ is varied so R

est

is given by
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where waveform integration is denoted  = (1� ↵)TB. For
some very large value of ↵, corresponding to a very small
radar subband, the problem is no longer self consistent because
T > T

rpi

.

B. Examples
In Figure 2, we display an example of inner bounds on per-

formance. The parameters used in the example are displayed
in Table II. It is assumed that the communications system is
received through an antenna sidelobe, so that the radar and
communications receive gain are not identical. In the figure,
we indicate a outer bound in red. We indicate in green, the
bound on successive interference cancellation (SIC), presented
in Equation (21). The best case system performance given SIC
is at the vertex (at the intersection of the green and red lines),
which is determined by the joint solution of Equations (21) and
(19). The inner bound that linearly interpolates between this
vertex and the radar-free communications bound in Equation
(20) is indicated by the gray dashed line. The water-filling
bound is indicated by the blue line. The water-filling bound
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for ↵ < 0.19 and ↵ > 0.81 such that the total power used by
both sub-channels at ↵ valu e is always the total radar power,
Prad.

In Figure 6, we indicate in green, the bound on successive
interference cancellation (SIC), presented in Equation (23).
The best case system performance given SIC is at the vertex
(at the intersection of the green and red lines), which is
determined by the joint solution of Equations (23) and (17).
The inner bound that linearly interpolates between this vertex
and the radar-free communications bound in Equation (22)
is indicated by the gray dashed line. The water-filling bound
is indicated by the blue line. The water-filling bound is
not guaranteed to be convex. The water-filling bound is not
guaranteed to be greater than the linearly interpolated bound.
The isolated sub-band inner bound is indicated by the brown
line and the optimal Fisher information bound is indicated by
the black line.

In the example, we see that the water-filling bound exceeds
the linearly interpolated bound and all other inner bounds. We
also see that the optimal Fisher information bound is always
lower than the water-filling bound and the linearly interpolated
SIC bound. The optimal Fisher information bound can either
exceed the isolated sub-band bound or be lower than the
isolated sub-band bound depending on the value of ↵ used.
As mentioned in Section VI-C, the shape of the water-filling
curve is non-intuitive. Finally, we see that the end points of
the optimal Fisher bound are as expected.

TABLE II
PARAMETERS FOR EXAMPLE PERFORMANCE BOUND #1

Parameter Value
Bandwidth 5 MHz

Center Frequency 3 GHz
Temperature 1000 K

Communications Range 10 km
Communications Power 100 W

Communications Antenna Gain 0 dBi
Communications Receiver Side-lobe Gain 10 dBi

Radar Target Range 100 km
Radar Antenna Gain 30 dBi

Radar Power 100 kW
Target Cross Section 10 m2

Target Process Standard Deviation 100 m
Time-Bandwidth Product 100

Radar Duty Factor 0.01
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Fig. 6. Data Rate and Estimation Rate Bounds for Parameters in Table II.

VII. CONCLUSION

In this paper, we provided a novel approach for producing
joint radar-communications performance bounds. A unique
joint receiver signal model similar to the communications
multiple access channel was developed. We developed an es-
timation information rate for time-delay estimation for a radar
system which as then used to evaluate performance. Various
inner bounds on performance such as the SIC inner bound,
the isolated sub-band inner bound, the communications water-
filling inner bound and the optimal Fisher information inner
bound were developed for a joint receiver. There are a range of
potentially interesting scenarios to which these bounds may be
applied. Given a set of parameters and constraints on the radar
and communications systems, we can use the derived inner
bounds to design appropriate joint systems. In the case where
we have full control over all parameters for both systems, we
can simply calculate the convex hull of all inner bounds and,
depending on the requirements of the system, we can choose
which region to operate in, thus also choosing the algorithm
that will be implemented by the system. In the case where
we have no control over some of a system’s parameters, we
can design a joint system based on just the convex hull of an
appropriate subset of the derived inner bounds. This gives a
unique profile of all possible data and estimation rates and we
can then choose which region to operate in, depending on the
requirements of the system.
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interference cancellation (SIC), presented in Equation (23).
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(at the intersection of the green and red lines), which is
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Topics 

•  Why is this guy talking about radars? 

•  What do radars care about? 

•  What’s the problem? 

•  How well can you do? 

•  Where do we go from here? 
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Where Are We Going? 

•  Reuse RF energy for multiple purposes 
–  It’s green 
–  It’s cognitive 

•  Lots of room to improve basic theory 
–  We are working on a number of issues 
–  The bounds work is far from finished 
–  Joint information, estimation, and detection theory 

•  Lots of room for system design and analysis 
– What does real systems look like? 
–  Some require simultaneous transmit and receive 

•  Lots of room to consider partially cooperative 
approaches 
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Annulus of “Badness” 
Non-Cooperative Implication Simple Example 

•  Region of range to communications 
node that maximizes adverse affect 

•  Assume advanced radar receiver 
–  Tries to mitigate interference 

•  Communications is not radar-aware 
–  Vary range to comms transmitter 
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Some of Our Literature 

•  D. Bliss, “Cooperative radar and communications signaling: the 
estimation and information theory odd couple,” in IEEE Radar 
Conference, May 2014. 

•  B. Paul and D. W. Bliss, “Extending Joint Radar-Communications 
Bounds for FMCW Radar with Doppler Estimation,” IEEE International 
Radar Conference, May, 2015. 

•  A. R. Chiriyath, B. Paul, G. M. Jacyna, and D. W. Bliss “Inner Bounds on 
Performance of Radar and Communications Co-Existence,” IEEE 
Transactions on Signal Processing, under review. 

•  Upcoming conference papers… 

•  Submitting journal papers 
Not Really Connected 

To This Talk, 
But You Should Buy 

It Anyway 


